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Abstract

The problem of reliably transmitting a real-valued random vector through a digital noisy channel is
relevant for the design of distributed estimation and control techniques over networked systems. One
important example consists in the remote state estimation under communication constraints. In this case,
the coding consists of an encoder —which maps the real vector into a sequence of channel inputs— and a
decoder —which sequentially updates the estimation of the transmitted data as more and more channel
outputs are observed. The encoder performs both source and channel coding of the data. Assuming that
no channel feedback is available at the transmitter, this paper studies the rates of convergence to zero of
the mean squared error. Two coding strategies are analyzed: the first one has exponential convergence
rate but it is expensive in terms of encoder/decoder computational complexity, while the second one
has a convenient computational complexity, but sub-exponential convergence rate. General bounds are
obtained describing the convergence properties of these classes of methods.

1 Introduction

Reliable transmission of information among the nodes of a network is known to be a relevant problem in
information engineering. It is indeed fundamental both when the network is designed for pure information
transmission, as well as in scenarios in which the network is deputed to accomplish some specific tasks
requiring information exchange. Important examples include: networks of processors performing parallel
and distributed computation [2, 34] or load balancing [9, 10, 24]; wireless sensor networks, in which the final
goal is estimation and decision making from distributed measurements [15, 17, 38, 11]; sensors/actuators
networks, such as mobile multi-agent networks, in which the final goal is control [16, 25, 23, 26]. Distributed
algorithms to accomplish synchronization, estimation or localization tasks necessarily need to exchange
quantities among the agents which are often real valued. Assuming that transmission links are digital, a
fundamental problem is thus to transmit a continuous quantity, namely a real number or, possibly, a vector,
through a digital noisy channel up to a certain degree of precision.

This paper is concerned with the problem of efficiently transmitting a finite-dimensional Fuclidean-
space-valued state through a noisy digital channel. We shall focus on anytime coding algorithms, namely
algorithms which can be stopped anytime while providing estimations of increasing quality. These algorithms
are particularly suitable for applications in problems of distributed control.

As especially pointed out in a series of works by Sahai and Mitter [29, 30, 31], there is a specific feature
distinguishing the problem of information transmission for control from the problem of pure information
transmission. This is related to the different sensitivity to delay typically occurring in the two scenarios.
Indeed, while the presence of sensible delays can often be tolerated in the communication performance
evaluation, it typically has disastrous effects in control applications. Here, the important question is not only
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where information is available, but also when. For this reason, while in the standard digital communication
framework data are requested to be available at the receiver only at the end of the transmission (block coding),
transmission systems for control applications need to be able to produce a reasonable partial information
transmission also in case the process is stopped before the end. Consequently, it is desirable to design
coding/decoding schemes which are able to provide an estimate whose precision increases with time.

On the other hand, the computational complexity of the transmission schemes is a central issue. In
fact, sensors in distributed networks are usually very simple devices with limited computational abilities
and severe energy constraints. Applicable transmission systems should be designed performing a number of
operations which remains bounded in time. Hence, an analysis of the tradeoffs between performance and
complexity of the transmission schemes is required.

In many problems of information transmission, there is the possibility to take advantage of the feed-
back information naturally available to the transmitter. Feedback can be helpful in enlarging the achievable
capacity regions, improving the trade-off between performance and latency, as well as in reducing the com-
putational complexity. In many cases, however, feedback information is incomplete, difficult to be used or, as
for instance in the wireless network scenario, there are situations in which the transmitter needs to broadcast
his information to many different receivers and hence feedback strategies to acknowledge the receipt of past
transmissions could be unfeasible. For these reasons, in the present paper we shall restrict to the case in
which there is no feedback information.

A fundamental characteristic of digital communication for control applications concerns the nature of in-
formation bits. In the traditional communication theory, bits are usually assumed to be equally valuable, and
they are consequently given the same priority by the transmission-system designer. While such an assump-
tion is typically justified by the source-channel separation principle, such a principle does not generally hold
when delay is a primary concern. For instance, it is known that separate source-channel coding is suboptimal
in terms of the joint source-channel error exponent [6, 7]. In fact, in problems of information transmission
for control or estimation, different bits typically require significantly different treatment. This motivates the
study of unequal error protection codes [22]: we refer to the recent work [4] for some information-theoretical
aspects of unequal error protection and further references on the subject. While modern low-complexity
codes [21, 27], based on random sparse graphical models and iterative decoding algorithms, are typically
analyzed and designed for standard information transmission problems, one of the challenges posed by in-
formation transmission for control applications is to come up with design paradigms providing the required
unequal error protection at low computational costs.

In this paper we propose two classes of coding strategies for the anytime transmission of real-valued
random vectors through a digital noisy channel. In both cases the coding scheme consists of an encoder
mapping the real vector into a sequence of bits and of a decoder sequentially refining the estimate of the vector
as more and more channel outputs are observed. The first strategy is characterized by good performance
in terms of the convergence of the mean squared error, but it is expensive in terms of encoder/decoder
computational complexity. On the other hand, the second class of strategies has a convenient computational
complexity, but worse convergence rate.

In order to keep the use of information-theoretical techniques at a minimum, we shall confine our expo-
sition to the binary erasure channel (BEC), where a bit is either transmitted correctly or erased with some
probability e.! While this channel allows for an elementary treatment, it is of its own interest in many sce-
narios. For instance, it well models the situation of mobile agents which, depending on their current position,
may or may not be in the range of transmission of the other agents, as well as a communication network
-like the internet- in which information packets are either correctly received or lost in the transmission.

The rest of this paper is organized as follows. Sect.2 formally states the problem. In Sect.3 we briefly
address the case of noiseless digital channels, for which our problem reduces to that of efficient vector quan-
tization. In Sect.4, we find some information-theoretic limits of the coding schemes: an upper bound on the
best error exponent achievable is presented in Sect.4.1, while, in Sect.4.2, random linear convolutional codes
are shown to achieve exponential error rates at the cost of computational complexity growing quadratically
in time. In Sect.5, trade-offs between performance and computational complexity are investigated. First, a
simple linear-time encodable/decodable repetition scheme is analyzed in Sect.5.1. Then, the main result is
presented in Sect.5.2, showing that finite-window coding schemes are able to achieve only sub-exponential
error decays. Finally, some Monte Carlo simulations of finite-window coding schemes with linear complexity
are reported in Sect.5.3.

11t will be pointed out how the results can be extended to general discrete memoryless channels.



2 Problem formulation

This section provides a formal description of the problem. Let X C R? be a non-empty subset where the
random vector to be transmitted is known to take values, equipped with an a-priori probability density f(z).
We shall assume in the sequel that X is a bounded set, which, with no loss of generality, can be identified
with [0,1]%. The case when X is unbounded can be treated in an analogous way, but some more technicalities
are needed. The communication channel is assumed to have binary input alphabet ) = {0,1} and a finite
output alphabet Z which is assumed to contain ), namely we assume that ) C Z. We will consider in detail
the binary erasure channel (BEC) in which Z = {0,1, 7}, where ? stays for the erasure event. The channel
is described by two probability distributions on Z, denoted by p(z|0), and p(z|1), where z € Z, and to be
interpreted as the probability distribution of the output, assuming that the input has been equal to 0 or 1,
respectively. In the case of the BEC we have that

p(?10) =p(?[1) =€, p(0[0)=p(1[1)=1—¢€, p(1]0)=p(0[1)=0.

We assume, for the sake of simplicity, that at every time instant ¢, we can transmit a bit through the
channel, and, moreover, that the channel is memoryless, namely, the output values of repeated transmissions
are independent among each other.

The coding scheme Our transmission scheme consists of an encoder
E:x - N ,

and of a decoder
D: 2N - AN,

The overall sequence of maps is described by the following scheme

£ i Channel 2N D

X N

More precisely, the decoder is defined by a family of maps
D, : 2t > X,

so that, for any (25)2%; € ZN the value at time ¢ of D((25)%%;) is D;((2s)!_1). In other words, if m; : YN — Y

s=1
is the projection of a sequence in Y into its first ¢ symbols, then, for any x € X, the string 7 (€(z)) =
(ys)iz1 = (y1,...,y+) € V' is transmitted along the channel and the output (z5){_; = (21,...,2:) € Z' is
then received by the decoder D, which provides an estimate of x at time ¢

&y = De((ys)s=1) -
This is described by the following scheme

&

x .y Channel R

D
zt L

z - (Ys)ie1 > (26)smg — @
where & :=m; 0.
Performance evaluation In order to evaluate the performance of a scheme, we define the mean squared

error (mean with respect to both the randomness of € X and with respect to the possible randomness of
the communication channel) at time ¢ by

Ay = (Bllz — 2] |*)"/2. (2)

In this paper we want to understand how fast A; decreases as t tends to infinity. In this paper we shall analyze
different encoding and decoding strategies and we shall compare them by analyzing their performance in
terms of convergence rate of A; and their complexity of the encoding and decoding algorithms as functions



of t. All the coding strategies which will be analyzed in the present paper are characterized by mean squared
error A; converging to zero and such that?

lign inf [—t% log At} >0, (3)

for some constants § > 0 and 0 < @ < 1. When (3) holds the coding strategy will be said to achieve a
degree of convergence o and a rate of convergence 5. When a = 1 we shall simply say that we have an
exponential convergence and that [ is the exponential convergence rate. In the sequel, various strategies will
be compared in terms of the parameters a and § that can be achieved, and such parameters will be related
to the required computational complexity.

2.1 Application to state estimation under communication constraints

The problem illustrated in the previous paragraph is related to the state estimation problem under com-
munication constraints (see [20, 19, 32, 33, 28]). Assume we are given a discrete time stochastic linear
system

z(t+1) = Ax(t)+o(t) z(0) = xo (4)

where 29 € R™ is a random vector with zero mean, v(t) € R" is a zero-mean white noise, z(t) € R™ is the
state sequence and A € R"*™,

Suppose that a remotely positioned receiver is required to estimate the state of the system, but it can
receive information from it only through a binary erasure channel. We then need to design a family of
encoders E; and of decoders D;. At each time ¢ > 0, the encoder E; takes x(0),...,z(t) as input, and
returns the symbol y; € {0,1}, which is in turn fed as an input to the channel. The receiver observes the
channel output symbols zg, ..., z;, from which the decoder D; has to obtain an estimate &(¢) of the current
state. We distinguish two cases:

1. Assume that the variance of v(t) is big with respect to the variance of z(0) or that we are interested
in the steady state performance. In this case it is the asymptotic value of E[||z(t) — #(¢)||?] the most
relevant parameter to be considered in designing the encoders E; and the decoders D;.

2. Assume that the variance of v(¢) is small with respect to the variance of 2(0) and that we are interested
in the transient behavior. In this case the prominent role is taken by the speed of convergence of
E[||x(t) — £(t)]|?] towards its asymptotic value and hence the role of the noise v(t) is negligible. If this
is the case, it makes sense to assume that v(t) = 0.

The results presented in this paper are relevant for the second scenario. In fact, since we can assume
that v(t) = 0, the only source of uncertainty is due to the initial condition zy and so the encoder/decoder
task reduces to obtain good estimates of zy at the receiver side. Indeed, in order to obtain a good estimate
Z(t) of x(t), the decoder has to obtain the best possible estimate #(0]t) of the initial condition z(0) from the
received data v, ..., y:, and then it can define

2(t) == A'2(0t) .
In this way we have
a(t) — a(t) = A'(2(0) — 2(0[t)) ,

so that the problem reduces to finding the best way of coding z(0) in such a way that expansion of A? is
well dominated by the contraction of z(0) — &(0]t).

3 Quantized encoding schemes

In this paper we shall propose and compare different coding strategies. All of them are based on a preliminary
quantization of the real vector z into an infinite binary sequence. More precisely we shall first consider a
map

S:x - YN,

2Throughout the paper log denotes the logarithm in base 2, while In denotes the natural logarithm.




This map is called a quantizer. There are many ways to design efficient quantizers. Below we shall propose
a particularly simple and natural one and we shall stick to it in the following. In this paper, indeed, the
focus is rather on the construction of the encoding scheme starting from the sequence S(z) which will be
considered fully available at the transmitter.

The construction of S(x) works as follows. First, by considering the binary expansion of each component
of z, we can find a sequence of binary vectors by, ba, ... € {0,1}¢ such that

T = i b2~ (5)
=1

Then we define® S(z) := (b1,b1,...) € {0,1}" namely as the infinite binary sequence obtained by concate-
nating the finite binary vectors b7 . We shall call the map S a dyadic quantizer and S(z) a dyadic expansion
of x. Tt is clear that the formula (5) can be used also for defining the inverse S=1 of S.

Let now S; := m o S, where 7, is the truncation operator defined above. We define a right inverse S, !
of &; as follows. Given a finite binary sequence w = (w1, ..., w;) € {0, 1}, first we expand it to a sequence
w € {0,1}N by adding infinitely many zeroes. Then from this sequence we define S; *(w) := S (w).

Notice that, if we have two infinite sequences w’ = (w},w},...) and w” = (w},w},...) in {0,1} are
such that w] = wY,...,w; = w}, then

187" (w') = 871 (w")|| < 24"/2271/4, (6)
From this we can argue that
|z — 8" o Sy(w)|] < 24"/?27H9,

which implies that

Ellz — St o Si(x)|[})/? < 24*/2274/4,

( ‘
Classical results in quantization theory show that the optimal quantizer has exponential rate of convergence
1/d.

Theorem 1 (Theorem 6.2 pag.78 in [14]). Suppose that E||z||>T? < 4oc0 for some § > 0. Then, there
exists C > 0 such that, for allt >0 and Q; : X — X with |Q.(X)| < 2%,

(Ellz - Q:(2)|*)'/* = c27/4 (7)

We now show how an encoder/decoder scheme can be built starting from the quantizer S and the family
of inverses S; '
Consider a sequence of integers my,mao, ... € N such that m;—; < m; <t for all £ and a family of maps

E Y™ =Y, D2 ym, (8)

We can define the map € : YN — YN by putting the value of £((w,)22,) at time ¢ equal to Ey(wi, ..., wn,).
We also put & := m, o €. Notice that, since & ((ws);)) depends on wy, ..., w,, only, then & is actually a
map from Y™ to V. Finally encoders and decoders are defined by &; := E o Sm, and Dy := S;lf o D;. The
overall sequence of maps is described by the following scheme

S, & Channel D, St

X o ymt o yt Zt o ymt

9)

my A
s=1 Ty

& —— (W) — (Ys)imy —— (25)izy —> (Ws(1))
More specifically, in this scheme we first use a quantizer to transform x into a string of bits (w1, wa, ..., Wy, )
and then we use a block encoder. The received data are decoded by a block decoder providing an estimated
version (w1 (t), wa(t), ..., Wm,(t)) of (wi,ws,...,wm,) (Whose components in general depend on t) which is
translated to an estimate Z; of x.

3Here and throughout the paper for a column vector v € R?, v will denote its transposed row vector.



4 Information-theoretical limits

In the previous section it has been shown that quantizers attain exponential convergence (o« = 1) with
rate 8 = 1/d on noiseless binary channels. In this section it will be shown that exponential convergence is
achievable on the BEC without feedback, at the cost of introducing non-trivial coding schemes (gt, ’ﬁt)

First, in Sect.4.1 we shall prove a simple upper bound on the achievable exponential convergence rate (.
Such a bound will show that, even with perfect feedback, no rates 3 larger than some 3(e, d) (see (13)) are
achievable in the estimation of a d-dimensional random vector through a BEC with erasure probability e.
The quantity ((e, d) will be shown to be strictly smaller than the normalized channel capacity.

Then, in Sect.4.2, it will be shown that exponential convergence rates 8 larger than or equal to some
quantity 3(e, d) (see (29)) are indeed achievable on the BEC without feedback. The proposed schemes, based
on random binary-linear convolutional codes, have computational complexity of the encoder quadratic in t,
and decoder complexity O(t3).4

The results presented in Sect.4.2 constitute a refinement for the BEC of those proved in [31] for general
memoryless discrete channels using non-linear convolutional codes. Indeed, the schemes proposed in [31]
yield exponential convergence with encoder and decoder complexity growing exponentially in ¢. Also, we
show that the use of binary-linear convolutional codes allows to achieve rates 0 larger than those achieved
by non-linear convolutional codes for a whole range of values of £ and d.

Remark 1. Notice that a computational complexity growing linearly in ¢ poses in principle no limitation on
the reachable precision of Z, since it is natural to assume that a computing unit can perform a number of
operations which grows linearly in time with a rate which depends on its computational power. If, on the
other hand, we have a computational complexity growing more than linearly in ¢, then the algorithm will
necessarily stop when the number of required operations will exceed the number of operations which the
computing unit is able to do. This fact poses a limit on the reachable precision on Z.

4.1 A lower bound on the estimation error

From Sect.3 we know that it is not possible to obtain a convergence degree a greater than 1 and a convergence
rate (3 larger than 1/d. In this section we shall present a tighter upper bound on the convergence of A; on
the BEC with erasure probability e.

Consider the general scheme (1). The error pattern associated to the output sequence (z:) € ZV is the
sequence (&) € {c,?} componentwise defined by & = c if z; € {0,1} and & = c if 2, =?. Observe that
the error pattern (&;):en is a random variable independent from the random vector z, as well as from the
encoder £ and the decoder D. This property will allow us to present for the BEC almost elementary proofs
of results holding true also for more general channels. In particular, for j < ¢, let

A= 3" de g (10)

j<s<t

be the random variable describing the number of non-erased outputs observed between time j and ¢. Clearly,

t—j+1
]P’()\;_Z)_( jl+ >e”(1—e)l, 1=0,...,t—j+1. (11)
The simple observation above allows to prove the following result.

Theorem 2. Assume transmission over the BEC with erasure probability € € [0,1]. Then, the estimation
error of any coding scheme as in (1) satisfies

A > C 2P (12)

for all t > 0, where

B(d,e) = —% log (6 +(1- 6)2_2/d) (13)

and C is a constant depending only on the probability density of the random vector x.

“Here and throughout the paper, for two sequences (a¢)ten and (bt)¢en, both the notations a; = O(by) and by = ©(at) will
mean that a; < Kb; for some constant K, while a; = o(bs) will mean that lim¢ at /by = 0.



Proof Conditioned on the infinite error pattern (£5)sen, the channel reduces to a deterministic map, so
that the composition of all the maps in (1) becomes a quantizer from X to itself with a range of cardinality
221, From this fact and from Theorem 1, we can deduce that

E [||lz — &[N = 1] > C?272/4.

It follows that

E [[|z — 24%] Yo B [llz — &2 X = 1] PO =1)
C2 Z;:O 272l/d(1lf)6t7l(1 _ 6)l (14)

O (e + (1 — e)2-2/4)’

Y]

From this inequality the thesis follows.

Remark 2. The Shannon capacity of the BEC (measured in bits per channel use) equals 1 — &, which is the
average number of non-erased bits per channel use. It can be directly verified that®

B(d,e) < é(l—a), Ve €]0,1]. (15)

The inequality (15) shows that the estimation error of any coding scheme after ¢ uses of a digital noisy
channel is exponentially larger than that of a quantizer whose image has cardinality ¢ times the capacity
of the original channel. In other words, (15) shows that the Shannon capacity is not sufficient in order to
characterize the achievable exponential rates of the estimation error on a noisy channel. Indeed, a closer
look at (14) reveals that the second summation is asymptotically dominated by the term corresponding to
=10 = Ltzl/dlsﬁj, while the average number of unerased bits is given by E[\,] = (1 — ¢)¢t. Hence, the
exponential rate is dominated by atypical channel realizations, namely by the events {\] = I} of probability
exponentially vanishing in ¢. In fact, using finer information-theoretic arguments, Theorem 2 can be extended
to general discrete memoryless channels, providing an upper bound /3 on the achievable error rate which can
be written as a function of the sphere-packing exponent of the channel [13, pag.158]. Such a bound turns
out to be strictly smaller than the Shannon capacity of the channel, whenever the sphere-packing exponent
is finite at rates below capacity. The insufficiency of channel capacity for control/estimation problems with
communication constraints and mean squared error distortion criteria® has already been observed in [29]. On
the other hand, as we have seen in Sect.3, this is not the case for noiseless digital channels: in fact for such
channels the Shannon capacity has been proven to be a sufficient measure in more general control /estimation
problems [32].

It is not hard to see that (12) continues to hold true even if the encoder has access to noiseless (even
non-causal) output feedback.” A fortiori, (12) holds in the case of partial or noisy feedback, which is the
typical situation occurring in the network scenarios outlined in Sect.1. In the case of perfect causal output
feedback, the bound (12) can be achieved using the coding scheme which repeats the transmission of the
most significant bit of the dyadic expansion until it is correctly received. However, if the feedback is noisy,
partial, or not available (as in the applications outlined in Sect.1), then the answer is not a priori clear.
In Sect.4.2 we shall present schemes achieving exponential error rates at the cost of higher computational
complexity, while in Sect.5.1 we shall propose some simple schemes which are not able to achieve exponential
error rates, but have a lower computational complexity.

4.2 A coding scheme with exponential error rates

We shall now propose an encoding/decoding scheme achieving exponential convergence rates over the BEC,
and requiring quadratic computational complexity at the encoder and cubic complexity at the decoder.
We shall use random coding arguments employing anytime linear codes over the binary field Zy. These

5See also Fig.1.

60r any other finite moment of the estimation error.

"In fact, it is tempting to conjecture that a tighter bound could possibly be proven for the exponent in the absence of
feedback. It has been shown in [30] that the anytime reliability function of the BEC with feedback significantly exceeds the
one without feedback. However, the proof of the upper bound on the exponent without feedback in [30] strongly relies on the
causality of the coding scheme, an assumption which is not justified in our setting since the whole dyadic expansion of the
random vector is assumed to be available at the transmitter at the beginning of the communication process.



arguments were first developed in the context of convolutional codes [36, 37, 12], and recently applied in
the framework of anytime reliability [29, 31]. For the reader’s convenience, and since those results have not
appeared anywhere else in this form, we shall present self-contained proofs. The coding strategy we shall
propose is very close in spirit to those in [29, Th.5.1] and [31, Th.5.1], the main difference being that we
use linear convolutional codes instead of general random convolutional codes. Our choice has the double
advantage of lowering the memory and complexity requirements for the encoder and the decoder (see Remark
4), and improving the achievable error rate for a significant range of values of € (see Theorem 4 and Remark
3).

4.2.1 A random causal linear coding scheme

In this section we shall identify the binary set ) = {0, 1} with the binary field Zs of the integers modulo 2.

Fix a rate 0 < R < 1 and any ¢ let m; := |Rt|. Consider a random, doubly infinite, binary matrix
¢ € 25N distributed as follows: ¢;; = 0 for all j > Ri (namely for all j > m; + 1), while {¢; }1<j<ri
is a family of mutually independent random with identical uniform distribution over Zs. As customary in
random coding arguments, we shall assume the random matrix ¢ to be independent from the source vector x
as well as from the channel, and known a priori both at the transmitting and receiving ends. Let us naturally
identify the random matrix ¢ with the corresponding random Zs-linear operator £ 75 — 7Z5. Consider the

truncated encoder ~ ~
E: Lyt =Ly, & ((we)i) == m(pw), (16)

where w € ZY is such that 7, w = (ws)7,. Observe that the definition (16) is consistent, since it is
independent on the choice of w. Now, let S : X — Zj be a dyadic quantizer defined as in (5), and define,
as usual, the encoding scheme & : X — Z as the composition £ = £0 S.

4.2.2 Maximum a posteriori decoding

Let ws, ys, zs, Ws(t) be the sequences introduced in (9) and let &, be the error pattern associated with z; as
defined in Sect.4.1. When an error pattern is fixed, the channel becomes a deterministic map. A maximum
a posteriori decoder D; for &; is any map such that, for any fixed error pattern,

Channel | & (w5 (£))™,)] = (2:)_, = Channel [ét((ws)ggl)] . (17)

In other words, a maximum a posteriori decoder produces an estimate which is one of the possible encoder
inputs which are mapped by the encoder and the channel into (z,)f_,. If we let (4:)f_; = E((w4())™,),
then condition (18) is equivalent to impose that §s; = ys for all s such that z, #7.

In order to express condition (17) more formally, we need to introduce for any fixed error pattern the set

Eri={s : 1<s<t: 2z, A ={s : 1<s<t: & #7},

which is the set of non-erased positions up to time ¢, and the canonical projection 7z, : Z — th. Condition
(17) is equivalent to the following

EDu(z)im)] = =, [(20)1] (18)
Finally, the overall decoder is defined as the composition D; := 8,,_“1 oD,

4.2.3 Performance analysis

Assume now that D; is a maximum a posteriori decoder as in Sect.4.2.2. Then, the decoded block (ws(t))s2y =

Di((25)t—1) € ZJ is uniquely defined, and correct, whenever the linear map 7=, &; : Z5" — Z5* is injective.
However, our analysm requires more detailed 1nf0rmatlon regarding the location of the uncorrectly decoded
information bits when injectivity is lost. To this end, let {d1, d2, ..., 0, } be the canonical basis of ZJ", and,
for 0 < j < my, consider the subspace®

K; :=span(dj+1,..-,0m,) C Z5" .

8We shall use the standard convention span(()) := {0}.



Define the events B
Aj = {ker(nz,&) C K}, 0<j<my, (19)

Bj Z:Aj_l\Aj, 1§j§mt (20)
Observe that A; C A;_;, and that A coincides with the whole sample space 2. Hence, for every ¢t € N, the
sample space admits the partition
o= {J BJAm.. (21)
1<j<my

Notice now that, from (18) we can deduce that

7=, (s (1)) = 7=, Ee((ws) )

and so (ws — ws(t))™, € kernz,&. Therefore, if A; holds true, then (w,(t))_, = (ws)]_,, i.e. the first j
bits of the quantization of x are correctly decoded. Hence, we immediately get from (6) that, if A; holds
true, then

&y — x])®> <4d2=%/1 0<j<m,. (22)

The following result characterizes the average mean squared error of the random coding scheme (€, D)
over the BEC. Here the average has to be considered with respect to the randomness of the vector z, the
channel, as well as the matrix ¢. For ¢ € [0,1] and d € N, define

f'(d,e, R) :=min{3R, 3 min D(nlll—e)+ |- R]+}, (23)

where D(z|ly) := zlog { + (1 — z)log % denotes the binary Kullback-Leiber distance® and where |z :=
max{0, z}.

Theorem 3. Assume transmission over the BEC. Then, for all 0 < R < 1, the average estimation error of
the above-described random coding scheme satisfies

E[||2; — z||?] < Ct2~2 (deR) o)
for allt € N. where C > 0 is a constant depending only on d, R and €.

Proof Using (21) and (22), we obtain

E[|li —a|2] = Y.E[|l&— 2| B;] P(B)) +E [|lé — 2] Am.] P(Am,)
j=1
3 ’ (25)
< S P(B;)4d272G-D/d 4 gqo—2me/d,
7j=1

In order to estimate P(B;), first we claim that the event B; implies that the column wEtc‘fgSj belongs to
the subspace 7z, & K, namely
Bj - {Wgtgtéj S WEtStKj}
Indeed, if 7r5t5~tv = 0 for some v € Z3y", then A;_; implies that v; = 0 for all ¢ < j, while A_le implies that
Vj 75 0.
Fix now an error pattern & and let )‘tf ;/r) be defined in (10). Observe that &; is a random variable
uniformly distributed over the subspace H; := span(df;/gy,...,0t) C 7%, and independent from the error

pattern. It follows that wEtgtdj takes any value in 7=, H; with probability 9~ Mi/m1 . Since |775t<‘ftKj| <
|K;| = 2™ 79 we have that, for every k =0,...,t — [j/R] + 1,

P(B;| Ay m) = k) < P(nz,640; € 72, E1KG| My gy = k) < minl, | K270} = 27bhmmede

9With the standard convention 0log0 = 0.
10For an event A, A denotes its complement.



From (11) it follows that

t—[j/R]+1
P(B;) = kz—:o P(Bj|)\t[j/m = k)P()\th =k)
t—[5/R]+1
- [3/R1+ g Li+k—me |+ (t—[j/kR]-i-l)Et—[j/R]-i-l—k(l —e)k
k=0 (26)
t—[j/R]+1

< E 2*Lj+k—mtj+2*(tffj/R1+1)D(WHlfs)

k=0
< g TR B, POl IRl )

where the second inequality follows from standard estimations of the binomial coefficient (see e.g. [8]).
Finally, (24) follows by substituting (26) into (25). |

Standard probabilistic arguments allow to prove the following corollary of Theorem 3, characterizing the
exponential error rate of a typical realization of the random coding scheme (£, D). Observe that the mean
square error of the coding scheme is given by

N 1/2
(E [z —=l?le]) ",
which is a function of ¢, and hence it is itself a random variable.

Corollary 1. Assume transmission over the BEC with erasure probability €. Then, for all0 < R < 1,
1
lim inf [—2 log E||z — :et||2|¢]] >20'(d,e, R), (27)

with probability one.

Proof Fix some 1 > 0 and consider the events
Ay = {Ellle - &|2lg] 2 27 2@ @2 |
for n € N. By applying Markov’s inequality and Theorem 3, we get
P[Ay,] < 22 @S0 R]|0 — 4 |°] < K277,
so that the series ), P[4, ] is convergent and the Borel-Cantelli lemma implies that, with probability
one, A, ; occurs only for finitely many values of ¢t € N. Therefore, with probability one,

1
liminf | —— log E[|| — 2|[*1¢]| = 2(8'(d,e, R) = n),

and (27) follows by the arbitrariness of n > 0. |

It is possible to derive another lower bound on the typical-case exponential error rate achieved by the
random scheme (€, D), which turns out to be tighter than that provided by Corollary 1 for certain values of
R and ¢. For every 0 < R < 1 define'!

~Y(R) := min{x € [0,1] : H(z) > 1 — R},

1 1,1 :
B"(d,e,R) := mln{dR, 27(Igl£$S1{H(n) 1+R nlogs}}.

The following result is proved in Appendix A.

Theorem 4. Assume transmission over the BEC with erasure probability €. Then, for all0 < R < 1,
1
i |~ og B[l — &le]| > 26,2, ), )

with probability one.

"' Throughout, for « € [0, 1], we shall use the notation H(z) := —zlogz — (1 — ) log(1 — ) for the binary entropy of = with
the standard convention 0log0 = 1.
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Figure 1: Upper and lower bounds to the achievable estimation error exponent achievable on the BEC for
d=1.

It then follows from Corollary 1 and Theorem 4 that the exponent
.— / /!
é(da 5) T 021}%%(1 max{ﬁ (da &, R)v é (dv g, R)} ) (29)

is achievable by random causal linear codes. In Fig.1 the upper and lower bounds to the error exponent, i.e.
B(d,e) and ﬁ(d, g), are plotted as functions of the erasure probability ¢, in the case d = 1.

Remark 3. It is not difficult to see that

lim max {ﬁ (d,e,R)} = ! lim max {ﬁ (d,e,R)} = 1

€10 0<R< d+2 +2’ 810 0<R< d
Hence, Theorem 4 becomes particularly relevant for small erasure probabilities, showing that the noiseless
error exponent 1/d (see Sect.3) is recovered in the limit of vanishing noise: this does not follow from the
average-code analysis of Theorem 2. Using arguments as in [37], Theorem 4 for random linear convolutional
codes can be extended to the class of discrete memoryless channels which are symmetric with respect to
the action of the additive group of some finite field, showing the achievability of the exponential error rate
min { 3R, E,(R)}, where E,(R) is the expurgated exponent of the channel [13].

4.3 Computational complexity of the scheme

Observe that the number n; of binary operations required in order to compute the channel input y; =
Ei((ws)™,), equals the number of non-zero entries of the -th row of the infinite random matrix ¢. By the
way ¢ has been defined, n; is a binomial random variable of parameters m; and 1/2. Hence, the number
of binary operations required by the encoder up to time ¢, x¢ := Y., ns, has binomial distribution of

parameters %mt(mt +1) and 1/2. Therefore, the worst-case encoding complexity (worst case with respect to
the realization of ¢) grows like %R2t2, while the strong law of large numbers implies that the typical encoder
complexity x; is such that x;/ %R2t2 converges to 1 with probability one. Thus, the encoder complexity
(both worst-case and typical-case) is quadratic in ¢. Further, observe that the memory requirements of the
encoder are quadratic in ¢ for it is necessary to store myt binary values in order to memorize the finite
truncation & of the encoder £.

In order to evaluate the decoder’s computational complexity, observe that D, is required to solve the

Zs-linear system ~
2, Ee((ws) i) = 72, (25) ezt - (30)

11



at each time step ¢. This can be performed using Gaussian elimination techniques in order to reduce the
matrix WEtgt to a lower-diagonal form. Notice that a sequential implementation is possible, i.e. the part of
=, &, which has been reduced in lower triangular form at time ¢ does not require to be further processed in
future times s > t. Since Gaussian elimination techniques require O(t?) operations, we can conclude that
the decoder complexity is at most O(t3). On the other hand, it might be possible to find algorithms for
solving a linear system like (30) with number of operations o(t?): see [35, pagg.247-248] for the analogous
problem for linear systems over the reals. However, the system (30) cannot be solved using fewer operations
than those required to verify that a given string v € Z3" is a solution. Using arguments similar to those
outlined above, it is possible to show that, with probability one, this requires ©(¢2) binary operations. In
summary, the complexity of maximum a posteriori decoding of linear convolutional codes on the BEC is at
most O(t?) and at least O(¢?).

Remark 4. It is possible to extend Theorem 3 to arbitrary discrete memoryless channels, using a random
coset approach possibly followed by a quantization as in [13, pagg.206-209] showing that the error rate
B'(d,e,R) := min {$R,1E,(R)} is achievable, where E,(R) is the random coding exponent of the chan-
nel [13]. On arbitrary discrete memoryless channels, linear (or coset) convolutional codes maintain linear
encoding complexity, but their maximum a posteriori decoding is known to be an NP-hard problem [1].

The error rate §'(d,,R) := min{3R,1E,(R)} can be shown to be achievable, on general discrete
memoryless channels, by using random non-linear convolutional codes as in [12, 29, 31]. However, observe
that non-linear convolutional codes require exponential memory for the encoder, while their maximum a
posteriori decoding is also an NP-hard problem. Moreover, at our knowledge, no result analogous to Theorem
4 is known to hold for non-linear random convolutional codes.

5 Low-complexity coding schemes

In this section, tradeoffs between computational complexity and performance of the coding schemes are
investigated. First, in Sect.5.1, a simple linear-time encodable/decodable scheme is analyzed, showing that
the estimation error converges to zero sub-exponentially fast with degree « = 1/2. Then, in Sect.5.2, lower
bounds on the estimation error are obtained: it is shown that encoding schemes with finite memory (finite-
state automata), have estimation error bounded away from zero, while finite-window linear-time encodable
encoders cannot achieve a convergence degree larger than 1/2. Finally, in Sect.5.3, Monte Carlo simulations
of finite-window coding schemes with iterative decoding are presented, showing that, while not improving
the convergence degree 1/2, they can provide better convergence rates.

5.1 A repetition coding scheme

We shall propose a simple repetition-coded scheme characterized by encoding and decoding complexity
growing linearly in ¢. It will be shown that the convergence degree achievable in this case is o = 1/2, with
convergence rate 3 = ,/%log gL

Let S; : [0,1]¢ — {0,1}! be the truncation of the dyadic quantizer S : [0,1]¢ — {0,1}" introduced in
Sect.3, and let S, ' : {0, 1}t — [0,1]? be one of its right inverses. If a coding scheme with £& = S were simply
used, namely if we send through the channel the bits directly coming from the quantizer and decode the
erasures in an arbitrary way, then the estimation error A; would not converge to 0 as ¢ — co. Indeed, with
probability € the first bit of S(x) would be lost with no possibility of recovering it. As we have already seen in
Sect.4, it is necessary to introduce redundancy in order to cope with channel erasures. The simplest way to
do that consists in using repetition schemes. Of course, since the different bits of the binary expansion S(z)
require different levels of protection, they need to be repeated with a frequency monotonically decreasing in
their significance.

Fix a positive real number ¢ and the sequence of positive integers

0=0, T=1[ql+[2¢]+ -+ Tkq], VE>0.

Consider the encoder £ : {0,1} — {0,1}" informally described by

E((ws)eZy) = (w1, W2, .., Wig], Wi, Wa, - o, Wiag]s W1, W2y e vy WG]y -+ - - - ).

12



More precisely, notice that, for any ¢ € N, there exist unique m € N and j € {1,2,...,[mq]} such that
t = Tm—1 + Jj. Denote these numbers by m(t) and j(¢). Then,

E((ws)sen) == (wie)) ey - (31)

Notice that this encoder fits in the scheme (9) by taking m; = [¢m(t)]. We construct the decoders D; :
{0,1,7}* — {0,1}™ as follows. If (w;(t))72) = Di((2s)5=1), then

b (1) = Zs if 3s <t such that j(s) = j and z5 #7
AR otherwise .

In the computation of #; the symbols ? can be transformed arbitrarily to 0 or to 1. Notice that this
decoding scheme has complexity growing linearly in ¢. Indeed, it admits the following natural recursive
implementation. Assume that (i;(t))7; has already be computed and that we receive z;41. Then, we

compute (w;(t+1))7"" as

j=1
~ . Zt4+1 lfj = ](t + 1) and Zt4+1 #7
wi(t+1) = { w;(t) otherwise . (32)
Proposition 1. Consider the repetition coding scheme defined by (32) and (32) on the BEC with erasure
probability € and assume that q > ’ﬂ%{l. Then the mean squared error of satisfies
Ay < 028 Ve (33)

where C' > 0 is a constant depending only on q, € and d.
Proof Let us fix some t € N. Define v; := |[{1 <7 <t | j(r) = j}|, and observe that P(w;(t) # w;) = €.
Introduce the following event

Aj = {n(t) = wr,. .., W;(t) = wj, Wi (t) # wita} -

m

for j = 0,1,...,m;. Notice that these events are disjoint and P (UJ[QZO] Aj) = 1. Moreover, observe that,
forall 5 =0,1,..., [gm],
j J t t t
P(AL) = T Pn(t) = wy)Plby41(t) # wys1) = [J(1 = e*F)ehon < e (34)

i=1 =1

Notice that, under the constraints posed by the event A; we have that the first j bits of S(z) and of
S(Z+) coincide. Hence, by (6), we have that

E[|lz — &¢||* | A] < 4d272/4.

From this it follows that

[gm] [qm]
AF =D E[lle - @il[2| A7) P(4;) <4d Y 27 devin (35)
j=0 Jj=0

We need now to estimate the value of v;. For simplicity we assume that ¢ = 7,,,. In this case we have that
vj =m+1—min{h | [gh] > j}. Observe now that, from the fact that for any positive real = we have that
j < [z«] if and only if j < & + 1, we can argue that

min{h | [gh] 2 j} =min{h | gh+1> j} =minfh | h> (j = 1)/} = |LG - 1)) + 1.

This implies that, for j = 0,1,..., [¢gm], we have that v; = m — {%J . Applying this argument to (35) and

considering that for j = [¢gm] + 1 we have that v; = 0, we obtain

[qm]-1 [gm]—1
Af < 4d Z 9-2j/dgm—Lj/al | 9—2[gm]/d < 4d Z 9—2j/d¢m=j/a | 9—2qm/d
=0 =0
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Now we take any g > dl%eil. Then we have that e 1/9272/¢ < 1 and so

1
2 m
Observe finally that
t=1m =1 g4+=
T, Z Z qj + m + 5
Jj=1 Jj=1
This implies that m > ,/ % — %, so that the claim follows. [ |

-1
Notice that the constant C' in the previous proposition tends to infinity as ¢ tends dk’%. Theorem 1

implies that repetition coding schemes allow to achieve

loge—1
d

In the next subsection we shall see that, using repetition encoding schemes as the one above such a perfor-
mance can not be beated.

a=1/2, 8=

5.2 Bounds on the performance of low-complexity coding schemes

We now consider a more general class of encoders encompassing the previous example. As our main result,
we shall show that, in any case, with such bounded complexity schemes, exponential decay of error can
never be achieved. We shall first consider finite-state automata encoders and then finite-window encoders.
As above we assume that S : [0,1]? — {0,1} is the dyadic quantizer introduced in Sect.3 and we consider
encoders & : {0, 1} — {0, 1}".

5.2.1 Finite-state automata encoders

Encoders which can be implemented as finite state automata yield very poor performance. In fact, the mean
square error A; in this case does not converge to 0 as t — +00. Indeed, assume we are given a finite state
alphabet Z and two maps

§:Zx{0,1} = Z, p:Zx{0,1} —-{0,1}

Fix moreover an initial state z* € Z. To the quadruple (Z,¢&, p, z*) we can naturally associate an encoder E:
given (w,)%2, € {0,1}Y, then we can define (y5)%, = £((w;)32,) recursively by

ziv1 = E(z,wy) 2o =27
Yt = p(ztth)

Notice that the state updating map ¢ together with the initial condition zg = z* yield a sequence of maps
€W 1 10,1} — Z such that z,41 = €@ (wy,...w;). If we choose t = to in such a way that 2% > |Z|, the
map £(0) is, for sure, not injective. Hence, there exist two different input truncated sequences (wh, ..., wi,)
and (wf,...,w} ) such that £%0)(wi,... wj ) = %) (wy,... ,w} ). Consider the event A = {w), = w},, 2, =
?fork=1,...,tp}. Clearly, conditioned to A, the decoder, for any t > tg, will decode incorrectly at least
one information bit in the first ¢y position with positive probability independent from ¢. Hence,

A7 > E [|lz — & | A] P(A) > 2720/9P(A) > 0

5.2.2 Finite-window encoders
Finite-window encoders are encoders of the form

E((ws)i2y)e = fil(ws)see,) (36)

where ©; C N has finite cardinality |©;| = n;, and where f; : {0,1}®¢ — {0,1}. With each finite-window
encoder it is possible to associate, for every j,t € N, the quantity



counting the number of channel inputs up to time ¢, which have been affected by w;. Notice that

Xt = ij(t) = Zns.

jeN s<t

The quantity x; can be thought of as measuring the complexity of the encoder £. Indeed, if the maps f; are
Zo-linear, then y; coincides with the number of binary operations implemented by the encoder up to time ¢.
The following is our main result, relating the mean square error A; to the complexity parameter x;.

Theorem 5. For any transmission scheme for the BEC, with erasure probability €, consisting of a finite
window encoder of the form (36) with complexity function x:, it holds

Ay > C 27 Vixeloge™ (37)
where C' > 0 is a constant depending only on d, the erasure probability € and the density function f of the
random vector x.

Proof Assume that, at time ¢, all the w;(¢) channel inputs affected by the j-th bit w; have been erased.
Then, there is clearly no way for the decoder to reliably recover w; from the channel output. This gives the
following lower bound to the squared estimation error, independent of the way the decoders are chosen

Af > (1 sup {2727‘/‘1 swj(t)} ,
JjEN

for some constant C7 > 0 only depending on d and f. It will be convenient to consider the looser bounds

A7y sup {2700} > Cry@i(®),owilt), VsEN,

1<j<s

where 15 : (RT)® — R is defined as follows
1< ;
s(Wi,...,ws) 1= — 9-2/d gwi |
s (w1 Ws) . ]Ezl €

Hence, for every possible s,
AF> Gy inf p(wr, s, ws) (38)
we el

where M, := {wl, s ws € (RT)% Ej wj = Xt}- Since the function 1, is strictly convex, it admits a
unique minimum on the convex compact set M. Using Lagrange multipliers we can characterize the unique
stationary point of ¥(w1,...,ws) on the hyperplane Mj

wi=¢—pj, Vj<s,

r >0, and ¢ = Xt . We have that w* € M if and only if w} > 0 which is

i)

A possible choice is provided by s* = L«/2Xt / pJ. We thus obtain

. In4 _
Whe.re P = et =
equivalent to

2
dloge—

l\3|’—‘

AZ >y éIg Yor (W1, v oy ws) =Yg (W7, .., wh) = Cre—se" (39)

We can estimate ¢* as follows

2x¢t
p+1
2

¥ = X 4 p

< X £ ( 2xe 1)
] RN
_ 2xt—p/2 2x¢t 2v2-1
_\/_\/E\/_—p( +2\/_2)’
the last equality following from the assumption x; > p. Inserting this last estimation inside (39), the claim

follows. [ |
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Remark 5. In the case of the repetition encoders treated in Sect.5.1, we have that y; = ¢t. If we compare
(37) with (33), considering the fact that ¢ can be picked arbitrarily close to 0, we have thus established that
among the repetition schemes (y; = t), the example treated in Sect.5.1 is optimal from the point of view of
the asymptotic performance.

Remark 6. The bound (37) implies that, for the estimation error A; to decrease to zero exponentially fast in
t, then x; needs to grow quadratically in ¢. Hence, in order to obtain exponential convergence of the error,
it is necessary that % Xt, i-e. the average number of bits of the dyadic expansion S(z) the channel inputs
depend on, grows linearly in ¢. Indeed, observe that the random linear codes proposed in Sect.4.2 have
exactly this property. However, observe that this does not imply that linear-time encodable schemes cannot
attain exponential error decays in any case, for this might be achieved, for instance, by encoders obtained
as concatenation of finite-window with finite-state automata schemes.

5.3 Simulation results for finite-window coding schemes

We shall now present Monte Carlo simulation results for some finite-window Zs-linear coding schemes with
low-complexity iterative decoding. These schemes are based on ideas similar to those of digital fountain
codes (see [18][21, Ch.50]). The latter are widely used in many applications, such as data storage, or reliable
transmission on broadcast channels with erasures. The main additional challenge posed by our application
consists in providing unequal error protection to the source bits.

We propose the following random construction for finite-window encoders fitting in the framework of
Sect.5.2.2. As usual, assume that we have a dyadic quantizer S which maps the vector z into an infinite
string of bits (ws)2,. We imagine that at each time ¢ the encoder produces a bit y; which is the (modulo-2)
sum of a random number of randomly chosen ws, namely

Yt = Zws'

SEO:

where ©; is a random subset of N. We assume that the cardinality of ©; is bounded, namely |0 < Nmax.
More precisely, fix nmax € N, and a probability distribution p(-) on {1,... , nmax}. Randomly generate
a sequence (n¢)ien of independent random variables distributed accordingly to p(-). Let (v4(-))ien be a
sequence of probability distributions over N, with v;(-) possibly depending on (ns)s<;. Then, for all ¢t > 1,
we let
@t = {91)15, 92)15, ey 9%,5}

where 6, are independent random variables unformly distributed according to v¢(-). Notice that in this
way we have that |0;] < n; < npax and so the encoder complexity is linear in t.

For the decoding, a sequential implementation of the peeling algorithm is used, this being the standard
decoding technique for digital fountain codes [18][21, Ch.50]. Such an algorithm works on an iteratively
updated infinite hypergraph'? G, = (V;, H;) as explained below. At t = 0, Gy is initialized with vertex
set Vo = N and empty hyperedge set Ho = (). The estimates (,(0)), .y of the dyadic expansion S(x)
are in turn initialized arbitrarily in {0, 1}. At each time ¢ > 1, first update V; = V;_1, Hy = H;_1, and
ws(t) = ws(t + 1) for all s € N. Then:

o if z; =7 then quit; if z; #7, update H; = H; U {B:}, where B; := ©; N Vy;

e if [B| > 1, then quit; otherwise if B, = {v} for some v € Vi, set Wy (t) = 2043 co,\ 1o} Wi (), eliminate
v from V; as well as from all the hyperedges h € H; containing it;

e if |h| #£ 1 for all h € H;, quit; otherwise, if there is some h = {v} € H;, repeat the previous step.

The above-described algorithm requires an order of x; = Y., ns operations up to time ¢, hence it has linear
complexity in ¢. It is suboptimal with respect to the maximum a posteriori decoding analyzed in Sect.4.2,
as it may fail to correctly estimate the first j bits of the dyadic expansion S(z) even when that would be
possible using the maximum a posteriori decoder introduced in Sect.4.2.2.

2The term hypergraph [3, pag.7] refers to a pair (V,H), where V is a discrete set and H is a subset of P(V), the power set
of V.
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Figure 2: Monte Carlo simulations of finite-window coding schemes on the BEC, with erasure probability
¢ = 0.5. The performance of three coding schemes are compared: these schemes were randomly generated
accordingly to (40) and (41) with nmax = 1,2, 4 respectively. In (a) the mean squared error A; is plotted as

a function of the time ¢ in log-linear scale. In (b) —% log A; is plotted as a function of ¢, together with the

corresponding upper bounds 1/ loge—! provided by Theorem 5. The number of samples used is 200000.

In Fig.2 we report Monte Carlo simulations of three finite-windows encoding schemes, with ny,.x = 1,2,4
respectively. The degree distribution u(-) was chosen to be the truncated solyton one [21, pag.592]

1 1
= SR - <1 < N
(1) — p(n) Y p— vV2<n<n (40)

The distributions v; have been selected as follows. We let

2 st +1
p=——"7 se = [V2xep 1], <t=&+Pt2 )

- dloge=1’ St

where x; = > ., ns. Then we have chosen

o . <
a={ 56 5T ()
Such a choice was suggested by the optimization problem in the right-hand side of (38).

It is clear from Fig.2(a) that the three schemes have subexponential error decay and that increasing the
degree allows to obtain better convergence rates. Fig.2(b) shows that the convergence degree is o = 1/2, as
expected from the theory, while it is possible to recognize the different values of § of the three schemes, in
the asymptotic limit of —% log A;.

It should be underlined as the choices of the distributions p and vy were not optimized, but rather
suggested by the literature on digital fountain codes and by Theorem 5, respectively. A theoretical analysis
of the behavior of finite-window schemes, hopefully providing hints on the design of p and 14, is left as a
topic for future research.

6 Conclusions

The problem of anytime reliable transmission of a real-valued random vector through a digital noisy channel
has been addressed. Upper and lower bounds on the highest exponential rate achievable for the mean squared
error have been obtained assuming transmission over the BEC. Moreover, a lower bound on the performance
achievable by low-complexity coding schemes have been derived. This bound shows that if we want that
the mean squared error decreases exponentially fast in the number of channel uses, than we need to adopt
an encoder in which the channel input depends on a number of bits of the vector expansion which grows
linearly. Finally, simulation results for linear-complexity coding/decoding schemes have been proposed.

17



Many of the questions raised in this paper have been left open. Among them, a particularly relevant issue
is the analysis and design of linear-complexity coding schemes achieving exponential error rates. Another
problem consists in tightening the upper bound on the achievable error exponent proved in Theorem 2,
by better exploiting the absence of feedback. Current work includes extension of the theory to distributed
estimation/computation problems over networks of agents communicating through noisy digital channels.

A  Proof of Theorem 4

We shall now prove Theorem 4 by means of so-called code-expurgation arguments. The Hamming weight
of a binary string y € Z4 will be denoted by wg(y) :=[{1 <j <t:y; =1} Fort € N, 0 < j < my, and
h >0, let us consider the number of binary strings y whose first non-zero bit is the (j + 1)-th and such that
&y has weight h. Since ¢ is random, the aforementioned is a random variable, which will be denoted by

Th(h) = Hy € K\ K1 s wn(Ey) = h}‘ . h>0,

where we recall that K := span(d;41,...,0m,) < Z3".

Observe that the causality of ¢ implies that, if y € K, then &y belongs to L; := span (J| [(j + 1)/R] < s <t) <
Z5. Further, since ¢d,41 is uniformly distributed over L, and since the columns of ¢ are independent, we
have that, if y € K; \ K41, then &,y is a random variable uniformly distributed over L;. It follows that

E[Yi(h)] = S Plwn(Ey) =h)
YEK;\Kj+1 l

|K\ K| () 14517

< oL(MHm-1+R)

where I, ;== (t — [(j +1)/R] + 1) and n := h/L.
For every A, ¢ > 0, by using the union bound and Markov’s inequality, we can estimate the probability

of the event
(1-MRt  1jv(R+e)

r= ) U mm=y

j=1 h=0

as follows:

P (Fy) <> E[Y4(h)] <2271,

3,h

Then, the series )y P(F},) is convergent, and the Borel-Cantelli lemma implies that, with probability one,
F,, occurs finitely many times, i.e. there exists tgp € N such that

T;(h)zo, Vh <liv(R+¢).
for all t > tp and 1 < j < (1 — A\)Rt. An analogous argument shows that with probability one

Th(h) < 2bWM=1RTR) iy (R+ ) <h <1,

for sufficiently large t.
We are now ready to prove Theorem 4. For this, fix A, € (0,1), and consider the event H; :=

U]L(Zlf ARt G, where

o Lr(Be) lj
¢= U {(rim=1} | {Tﬁ(h) < Q(t*fj/RD(H(n)flJrRJrn))} '
h=0 h=l;v(R+¢)

Then, for j =1,...,[(1 — A)Rt], the union bound for the event B; defined in (20) yields the estimation

I; I
P(Bj|H) <Y "E[TLMIH] < Y ehob@m-1eRin),
h=0 h=l;7(R+¢)

18



Hence, (21) and (22) imply that

L(1—\)Rt]

E[||x — &4 |*| H] Zl [l — &:|[*|H 0 B;|P(B;| Hy) + Ell|lz — &4/ *La iy )., [H2)
=

LA=N R L
S 16d27%/d ST gholi(HM)-1+R9) 4 1642-2L(1-NRt]/d
j=1 h=1;y(R+y)

< K't227t207(deR)—¢) + K2 20-0ERt

IN

for some constants K’', K" > 0. Since, with probability one, there exists tyg € N such that H; occurs for all
t > to, for all such t we have

E[H:Z? _ £t||2|¢] < K/t227t(2§”(d.,s,R)fap) + K//t272(17)\)Rt/d'

It follows that

1
lim inf —— log B||z — &[*|¢] > min {26"(d,e, B) — ¢, 5(1 = N R}

with probability one, and the claim of Theorem 4 follows from the arbitrariness of ¢, A > 0. |
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