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Abstract— A class of distributed routing policies is shown
to be throughput optimal for single-commodity dynamical flow
networks. The latter are modeled as systems of ODEs based
on mass conservation laws on directed graphs with maximum
flow capacities on links and constant external inflow at some
origin nodes. Distributed routing regulates the flow splitting at
each node, as a function of information on the densities of the
local links around the nodes. Under monotonicity properties
of routing, it is proven that, if no cut capacity constraint is
violated by the external inflow, then a globally asymptotically
stable equilibrium exists and the network achieves maximal
throughput. This holds for finite or infinite buffer capacities
for the densities. The overload behavior, if any cut capacity
constraint is violated, is also characterized: there exists a cut on
which the link densities grow linearly in time for infinite buffer
capacities, while they simultaneously reach their respective
buffer capacities, when these are finite. Numerical simulations
illustrate and confirm the theoretical contributions.

I. INTRODUCTION

Rapid advancements in technologies are facilitating real-
time control of infrastructure networks, such as transporta-
tion, in order to achieve the efficient utilization of these
networks. Static network flows, e.g., see [1], have tradition-
ally dominated the modeling framework for infrastructure
networks. However, in order to realize the true potential
of the emerging technologies, one needs to develop control
design within a dynamical framework. In this paper, we study
single-commodity dynamical flow networks, modeled as
systems of ordinary differential equations derived from mass
conservation laws on weighted directed graphs, possibly
with cycles, and having constant external inflow at each of
possibly multiple origins. The weights on the links are their
maximum flow capacities. The flow of particles is regulated
from a link to links downstream to it by deterministic rules,
or routing policies, which depend on the state of the network.
The particles leave the network when they arrive at any of
the possibly multiple destination nodes. Our first objective
is to characterize routing policies that allow the network to
achieve maximum throughput, i.e., the maximum possible
external inflow at the origin nodes under which the link
densities remain within the buffer capacities. Our secondary
objective is the detailed characterization of the overload
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behavior of the network, when the external inflow at the
origin nodes is greater than the maximum throughput.

We focus on routing policies that are distributed: the
routing at each link depends only on the local information
consisting of density of itself and the links downstream to
it. We propose a novel class of distributed routing policies,
called monotone distributed routing policies, that are charac-
terized by general monotonicity assumptions on the sensitiv-
ity of their action with respect to local information. We then
establish throughput optimality of this routing policy, and
give a detailed characterization of the overload behavior of
the network operating under monotone distributed routing
policies. Our main result is in the form of a dichotomy.
If the external inflow at the origin nodes does not violate
any cut capacity constraints, then there exists a globally
asymptotically stable equilibrium, and thus the network
achieves maximal throughput. When the external inflow at
the origin nodes violates some cut capacity constraint, then
the resulting overload behavior of the network exhibits the
following feature: if the buffer capacities are infinite, then
there exists a constraint-violating cut, independent of the
initial condition, such that the particle densities on the origin
side of the cut grow at most linearly in time; if the buffer
capacities are finite, then there exists a constraint-violating
cut, in general dependent on the initial condition, such
that the links constituting the cut hit their buffer capacities
simultaneously. The last case implies that a link reaches
its buffer capacity only at the very moment at which it
is unavoidable. We emphasize again that such an efficient
utilization of the network is induced by a distributed routing
policy relying only on local information. Our results rely
on the ability of the routing policy to implicitly propagate
congestion effects upstream, allowing the flow to be routed
through the less congested parts of the network in a timely
fashion. For the proofs and a thorough discussion of the
results we refer to [2].

While algorithms for distributed computation of maximum
network flow have long been known (e.g., see [3]) the novelty
of our contribution consists in proving throughput optimality
for flow dynamics naturally arising in physical networks.

The distributed routing architecture of this paper and the
ensuing result on throughput optimality are reminiscent of
the backpressure routing algorithm for data networks, first
proposed in [4], and the maxweight-α policies for switched
networks, e.g., see [5], [6]. Indeed, modulo the discrete-time
setting of [4], [5], [6], it can be shown [2] that backpressure
and maxweight-α policies satisfy the monotonicity properties
of the policies proposed in this paper.

Throughput optimality for the finite buffer capacity under
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distributed routing has to be contrasted with existing work
in [7], [8], where either throughput optimality is obtained
under a centralized routing policy or there is a trade-off
between throughput and buffer capacity under distributed
routing policies. The dynamical formulation of this paper
is also reminiscent of models of dynamic traffic flow over
networks, e.g., see [9], [10], [11]. Here the key difference
is that, unlike these existing works, routing policies in our
framework depend on the local state of the network.

It is imperative to compare this paper with our previous
work [12], [13]. There we proposed a class of locally respon-
sive policies able to control the splitting of incoming flow at
a node among outgoing links only, we established conditions
for existence and stability of equilibrium for directed acyclic
network topologies with infinite buffer capacities, and we
studied the resilience properties of the network.

In the present paper we extend and modify the framework
from [12], [13] to allow for finite buffer capacities and cyclic
network topologies. Also, the routing policies are allowed
to to control the outflow from each link. In the extended
framework of the present paper we are able to provide
conditions for the existence of a global asymptotic stability
of equilibrium. Moreover, unlike [12], [13], we characterize
in detail the overload behavior of the network.

The paper is organized as follows: in section II, we
propose a general model for dynamical flow in networks and
we formulate the problem. In section III, we state our main
results, while section IV provides numerical simulations
confirming the developed theory. Finally, section V states
conclusions and possible directions for future research.

We conclude this section by introducing some notational
conventions to be used throughout the paper. Let R be the set
of real numbers and R+ := {x ∈ R : x ≥ 0} be the set of
nonnegative real numbers. Let A and B be finite sets. Then
|A| denotes the cardinality of A, RA (respectively, RA+) the
space of real-valued (nonnegative-real-valued) vectors whose
components are indexed by elements of A, and RA×B the
space of matrices whose real entries are indexed by pairs in
A×B. If B ⊆ A and x ∈ RA, then xB ∈ RB stands for the
projection of x on B. The transpose of a matrix M ∈ RA×B
is denoted by M ′ ∈ RB×A, while 1 stands for an all-one
vector of suitable dimension. The natural partial ordering of
RA will be denoted by x � y for two vectors x, y ∈ RA
such that xa ≤ ya for all a ∈ A.
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Fig. 1. Graphical depiction of some key notations. In the right, links com-
prising ∂−U and ∂+U are shown by dashed and dotted arrows, respectively;
links comprising E+U \ ∂

+
U are shown in solid arrows.

A weighted directed multi-graph is a triple G = (V, E , C),
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Fig. 2. An example of multi-destination network with cycles and parallel
edges. The links added in the augmented graph Gλ are shown in dotted
line.

where V and E stand for the node set and the link set,
respectively, and are both finite. They are endowed with three
vectors: σ, τ ∈ VE , and C ∈ (0,+∞]E . For every e ∈ E , σe
and τe stand for the tail and head nodes respectively of link e
and Ce for the positive (and possibly infinite) flow capacity
of link e. We shall always assume that there are no self-
loops, i.e., τe 6= σe,∀e ∈ E . On the other hand, we allow for
parallel links. For a node v ∈ V , let E+v := {e : σe = v} and
E−v := {e : τe = v}. For a link e ∈ E , let E+e := E+τe be the
set of links downstream to e and E−e := E−σe be the set of
links upstream to e. Put Ee := {e}∪E+e . For a vector x ∈ RE ,
we shall denote by xe := {xj : j ∈ Ee} its projection on
Ee. For a node subset U ⊆ V , define E+U := ∪u∈UE+u and
E−U := ∪u∈UE−u . Let ∂+U := {e ∈ E : σe ∈ U , τe /∈ U} and
∂−U := {e ∈ E : σe ∈ V\U , τe ∈ U} be the set of links from
U to V \ U and from V \ U to U , respectively. See Figure 1
for an illustration of some of these notations.

II. PROBLEM STATEMENT

A. Static single-commodity network flows and the max-flow
min-cut theorem

We shall identify a network with a weighted directed
multi-graph G = (V, E , C) and denote its set of destinations
by D := {v ∈ V : E+v = ∅} and the set of its feasible flows
by F∗ :=

{
x ∈ ∏e∈E [0, Ce] :

∑
e∈E+v xe −

∑
e∈E−v xe ≥

0 , ∀v ∈ V \ D
}

. For f∗ ∈ F∗, the vector λ(f∗) ∈ RV\D+

with components λv(f∗) :=
∑
e∈E+v f

∗
e −

∑
e∈E−v f

∗
e will be

referred to as the value of f∗.1 For λ ∈ RV\D+ , we introduce
the augmented network Gλ = (Vλ, Eλ, C) (see Figure 2) with
node and link sets Vλ = V ∪ {w} and Eλ := E ∪ Oλ ∪ E+D ,
respectively, where Oλ := {ev := (w, v) : λv > 0},
E+D := {ed :=(d,w) : d ∈ D}, and Cev = Ced = +∞ for all
v ∈ V \ D and d ∈ D. The extra node w may be thought of
as representing an external world, playing the double role of
source of the flow for nodes with positive value of flow,
and sink of the flow exiting from the destination nodes,
respectively. We refer to links in Oλ as origin links and
define Eev = E+ev := E+v , for all v ∈ V \ D.

1The value of flow at a node is the same as the usual notion of external
inflow at that node. In this paper, we use this terminology because of the
necessity to interpret nodes with positive external inflow, i.e., origin nodes,
as links.
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Throughout this paper, we shall make the following as-
sumptions on the network topology.

Assumption 1: The set of destinations D is nonempty, and
the augmented network Gλ is strongly connected.

Assumption 1 is equivalent to the properties that, in G,
from every v ∈ V \ D there exists at least one directed path
to some destination node d ∈ D, and there exists at least one
directed path from some u with λu > 0 to every v ∈ V .

A cut is a non-empty subset of non-destination nodes
U ⊆ V \ D. For a cut U , we shall denote its capacity by
CU :=

∑
e∈∂+
U
Ce and put λU :=

∑
v∈U λv . The definition

of Oλ implies that, under Assumption 1, there is no subset
A ⊆ V that is unreachable in Gλ, i.e., it is not possible in
G to have ∂−A = ∅, and λA = 0. Cut capacities determine
potential bottlenecks for network flows. This is formalized in
the celebrated max-flow min-cut theorem [14], [15], which
states that, for G = (V, E , C) satisfying Assumption 1, it
holds

max
f∗

max
U
{λU (f∗)− CU} = 0 , (1)

where the maximizations run over all feasible flows f∗ ∈
F∗, and cuts U . For given G = (V, E , C) and λ, (1) gives
a necessary and sufficient condition for the existence of a
feasible flow with given value λ, namely,

∑
v∈U λv ≤ CU

for every cut U .

B. Dynamical flow networks and monotone distributed rout-
ing

We now introduce dynamics over a network G =
(V, E , C). We associate, to each link e ∈ E , a positive,
and possibly infinite, buffer capacity Be ∈ (0,+∞]. Let
R :=

∏
e∈E [0, Be). For e ∈ E∪Oλ, let ρe := {Bj : j ∈ Ee},

Re :=
∏
j∈Ee [0, Bj), and R◦e :=

∏
j∈Ee [0, Bj ]. Let R•e be

defined as R•e = R◦e if e ∈ E−D , and R•e = R◦e \ {ρe} if
e ∈ (E∪Oλ)\E−D . Finally, let the set of feasible flows on the
outgoing links of e under capacity constraint be defined as
Fe := [0, Ce] if e ∈ E−D and Fe := {x ∈ RE

+
e

+ :
∑
j∈E+e xj ≤

Ce} if e ∈ (E ∪ Oλ) \ E−D .
We shall consider a dynamical system with state vector

ρ(t) ∈ R whose e-th component, ρe(t) ∈ [0, Be), represents
the time-varying density on link e ∈ E . Dynamics is driven
by conservation of mass and by a distributed routing policy,
which determines how the outflow from each link depends on
the current density and how it gets split among its following
links. We shall loosely use the phrase a set of links getting
congested to refer to the fact that the densities on those links
approach their respective buffer capacities.

Definition 1: Let G = (V, E , C) be a network satisfying
Assumption 1. A distributed routing policy f with value λ ∈
RV\D+ and buffer capacities {Be ∈ (0,+∞] : e ∈ E} is a
family of Lipschitz-continuous maps

fe : R•e → Fe , e ∈ E ∪ Oλ , (2)

such that

fe(ρe) =

{
{fe→j(ρe)}j∈E+e if e /∈ E−D
fe→ed(ρe) if e ∈ E−d , d ∈ D

foute (ρe) :=
∑

j∈E+e

fe→j(ρ
e)

satisfy

foutev (ρev ) = λv , ρev ∈ R•ev , v ∈ V \ D , (3)

and, for all e ∈ E and ρe ∈ R•e ,

ρe = 0 =⇒ foute (ρe) = 0 , (4)

ρe = Be =⇒ foute (ρe) = Ce , (5)

and, for all e ∈ E ∪ Oλ, k ∈ E+e , ρe ∈ R•e
ρk = Bk =⇒ fe→k(ρe) = 0 . (6)

The functions fe→j(ρe) specify both how the outflow foute

depends on the local density and how it gets split into the
outgoing links of τe. Notice that the domain of fe isR•e , thus
if e 6∈ E−D it is not defined at the point ρe = {Bj : j ∈ Ee},
where (6) and (5) cannot hold simultaneously. On the other
hand, fe is well defined when the density is strictly less
than its buffer capacity at least on one link in Ee. Also
notice that, because of the structure imposed by (2), the
functions {fe→j(ρe)} depend on the local density only, and
in particular for e ∈ E\E−D the outflow foute (ρe) depends only
the density on link e itself and the links downstream to it,
and if e ∈ E−D then foute (ρe) only depends on ρe. Similarly,
the inflow f ine (ρ) := feσe→e(ρ

eσe ) +
∑
j∈E−e fj→e(ρ

j) of
a link e ∈ E depends on the density on all the links in E
incoming to or outgoing from σe (including link e itself).
Also notice that the flow fev→j from ev to a link j ∈ E+v
depends on the densities of the links in E+v only, and that
by (3) it holds foutev (ρev ) ≡ λv , i.e., the outflow from every
link ev is constantly equal to λv . Finally, (4) and (6) imply
that foute (ρe) = 0 if ρe = 0, i.e., there is no outflow from a
link e which is empty, or if ρj = Bj ,∀j ∈ E+e , i.e., if the
densities on all the links outgoing from τe are at their buffer
capacities.

For ρ ∈ R, let F (ρ) ∈ R(E∪Oλ)×(E∪E+D)
+ be defined as

Fej(ρ) =





fe→j(ρe) if j ∈ E+e ,
fe→ed(ρe) if e ∈ E−d , d ∈ D, j = ed ,

0 otherwise.

Imposing mass conservation ρ̇e = f ine − foute on every link
e ∈ E leads one to consider the dynamical system

ρ̇ = (F (ρ)′1)E − (F (ρ)1)E = Φ(ρ) . (7)

We shall refer to it as the dynamical flow network. Observe
that, thanks to the Lipschitzianity assumption on the rout-
ing policies, standard analytical results (Picard’s Existence
Theorem) imply, for every initial density ρ(0) = ρ◦ ∈ R,
existence and uniqueness of a solution {ρ(t) : 0 < t <
κ(ρ◦)} of (7) up to κ(ρ◦) := sup{t ≥ 0 : ρ(t) ∈ R, ρ(0) =
ρ◦} , i.e., as long as ρ(t) stays within R. Moreover, (4)
implies invariance of the nonnegative orthant, i.e., ρ(t) � 0
for all ρ◦ ∈ R and t ≤ κ(ρ◦). Hence, κ(ρ◦) coincides with
the instant the solution hits the buffer capacity on some link.
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Remark 1: In this paper, we study the behavior of dy-
namical flow networks only for t ∈ [0, κ(ρ0)). Some initial
work on the complex behavior of dynamical flow networks,
such as cascading failures, for t > κ(ρ0) is reported in our
companion papers [16], [17].

Remark 2: In our previous work [12], [13], we consid-
ered routing policies under which the outflow from a link j
is independent of the densities on the links downstream from
link j. This, combined with the fact that all the links have
infinite buffer capacities, implied that there is no backward
propagation of congestion effects.

In this paper, we allow the routing policies to completely
control (subject to capacity constraints) the flow transfer
between links, i.e., the routing policies can also control
the inflow arriving at nodes. This allows for backward
propagation of congestion effects, and hence yields stronger
results in comparison to [12], [13].

We shall be interested in a special class of distributed
routing policies, as per the following.

Definition 2: A distributed routing policy f is monotone
if, for all e ∈ E ∪ Oλ, ρe ∈ R•e , the functions {fe} satisfy

∂fe→j
∂ρk

(ρe) ≥ 0, ∀ j ∈ E+e , k ∈ Ee \ {j} , (8)

∂

∂ρk
foute (ρe) ≤ 0, ∀ k ∈ E+e , (9)

for almost every ρe ∈ Re. A monotone distributed policy is
strongly monotone if, for all e ∈ E ∪ Oλ, and almost every
ρe ∈ Re, the inequalities in (8) and (9) are strict.

Example 1: For every link e ∈ E , let ϕe : [0, Be] →
[0,+∞] be Lispchitz continuous, strictly increasing, and
such that ϕe(0) = 0 and ϕe(Be) = +∞. Example of such
a ϕe is ϕe(ρe) = βeρe/(1 − ρe/Be) if Be < +∞, and
ϕe(ρe) = βeρe if Be = +∞, for some βe > 0, e ∈ E .
Define

fe→j(ρ
e) =





Ce (1− γe) γj/Z if e ∈ E \ E−D ,
Ce (1− γe) if e ∈ E−d , d ∈ D, j = ed ,

λvγj/Z if e = ev ∈ Oλ ,

with γi := exp(−ϕi(ρi)) and Z :=
∑
k∈Ee γk. Then

{fe}e∈E∪Oλ is a strongly monotone distributed routing pol-
icy.

Notice that, under monotone distributed routing policies,
(7) defines a cooperative dynamical system in the sense of
Hirsch [18], [19], i.e,

∂Φe
∂ρk

(ρ) ≥ 0, ∀e, k ∈ E , e 6= k . (10)

Then, Kamke’s theorem [19, Theorem 1.2], [20] implies that
(7) is a monotone system [18], i.e.,

ρ(0) � ρ̃(0) ⇒ ρ(t) � ρ̃(t) , ∀t ∈ [0, κ(ρ̃(0))) .
(11)

Also, observe that monotonicity implies that κ(ρ◦) ≤ κ(0)
for all ρ◦ ∈ R.

III. MAIN RESULTS

In this section, we present the main contributions of
the paper. The first result is Theorem 1, which states a
dichotomy. If the inflow is less than the capacity of every cut,
then there exists a globally asymptotically stable equilibrium
density ρ∗ ∈ R. Otherwise, the network is divided in two
parts by a cut S, such that the densities on the links in E+S
approach their buffer capacities simultaneously.

Theorem 1: Let G = (V, E , C) be a network satisfying
Assumption 1, and f be a monotone distributed routing
policy with value λ. For ρ◦ ∈ R, let {ρ(t) : 0 ≤ t < κ(ρ◦)}
be the solution of the dynamical flow network (7) with initial
condition ρ(0) = ρ◦. Then,

(i) if maxU (λU − CU ) < 0, then κ(ρ◦) = +∞ for
every initial density ρ◦ ∈ R; moreover, if the dis-
tributed routing policy is strongly monotone, then
there exists an equilibrium density ρ∗ ∈ R such that
limt→∞ ρ(t) = ρ∗ for every initial density vector
ρ◦ ∈ R.

(ii) if maxU {λU − CU} > 0, or if maxU {λU − CU} = 0
and the routing policy is strongly monotone, then, for
every initial density ρ◦ ∈ R, there exists a cut S such
that

lim
t→κ(ρ◦)

ρe(t) = Be, ∀e ∈ E+S . (12)

Remark 3: Part i) of Theorem 1 strengthens results on
stability of dynamical flow networks from our previous
work [12], [13] as follows. First, in [12], [13], we considered
acyclic network topologies and infinite buffer capacities
on links, whereas Theorem 1 is valid for cyclic network
topologies, and infinite as well as finite buffer capacities.
And, second, the routing policies in [12], [13] do not give
strong guarantees for existence or stability of equilibria,
whereas (strongly) monotone routing policies guarantee ex-
istence and (global) asymptotic stability of equilibria when
maxU (λU − CU ) < 0. At an equilibrium ρ∗, the throughput
of the dynamical network is

∑
d∈D f

out
ed

(ρ∗) =
∑
v∈V\D λv .

Therefore, in conjunction with the max-flow min-cut theo-
rem, part i) of Theorem 1 implies that monotone distributed
routing policies are throughput optimal. It is important to
emphasize that this throughput optimality is achieved under a
‘distributed’ routing policy. The stronger results in this paper
are possible due to backward propagation of congestion
effects facilitated by a routing policy architecture under
which the outflow from a link j depends on the density of
links downstream from j.

A. Overload behavior with finite buffer capacities

The following proposition gives a more detailed charac-
terization of what happens when the capacity constraints are
violated in the case of finite buffer capacities.

Proposition 1: Let G = (V, E , C) be a network satisfying
Assumption 1, and f be a monotone distributed routing pol-
icy with value λ and finite buffer capacities Be ∈ (0,+∞),
e ∈ E . Assume that maxU (λU − CU ) > 0 . Then, for every
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ρ◦ ∈ R,

κ(ρ◦) ≤ min
U :λU>CU

∑
e∈E+U

(Be − ρ◦e)
λU − CU

, (13)

and there exists a cut S, possibly depending on ρ◦, such that
λS > CS and

ρe(t) < Be , ∀e ∈ E , 0 ≤ t < κ(ρ◦) ,

lim
t→κ(ρ◦)

ρe(t) = Be, ∀e ∈ E+S , (14)

where {ρ(t) : 0 ≤ t < κ(ρ◦)} is the solution of the
dynamical flow network (7) with initial condition ρ(0) = ρ◦.

Proposition 1 states that, if the buffer capacities are finite
and some cut constraints are violated, then, for every initial
density ρ◦, all the links in E+S , where S is a cut such that
λS > CS , will reach their buffer capacities simultaneously
at time κ(ρ◦). It is important to stress that, when there are
multiple cuts violating the capacity constraint, then the cut
S in the proposition may depend on the initial condition ρ◦.
Observe that dependence on the initial density ρ◦ is also
evident in (13). While it may be tempting to identify the cut
U minimizing the right hand side of (13) with the cut S of
(14), it is worth stressing that (13) is merely an upper bound
on κ(ρ◦). In fact, in contrast to the right-hand side of (13),
the cut S of (14) may depend on finer details of the routing
policy, rather than just its value and buffer capacities.

Remark 4: It is interesting to compare Proposition 1 with
the framework of our previous work [16], where we consider
links with finite buffer capacities, but the routing policies
are such that the outflow from a link j is independent of
densities on links downstream from j. As a consequence,
in the framework of [16], even if CU > λU for every cut
U , there might be a link e on which the density hits the
buffer capacity which, in turn, could trigger a backward
cascade. Part i) of Theorem 1 implies that this cannot
happen under the routing policies presented in this paper
if CU > λU for every cut U . Moreover, as part ii) of
Theorem 1 and Proposition 1 imply, the whole cut S fills
simultaneously when maxU {λU − CU} > 0, and hence
the network collapse is abrupt, and does not involve any
cascading phenomena.

B. Overload behavior with infinite buffer capacities

Similarly to Proposition 1, the following result character-
izes overload in case of infinite buffer capacities.

Proposition 2: Let G = (V, E , C) be a network satisfying
Assumption 1, and f be a strongly monotone distributed
routing policy with value λ and buffer capacities Be =
+∞, for e ∈ E . Assume that maxU (λU − CU ) ≥ 0. Let
U∗ :=

⋃
U∈M U , where M := argmaxU (λU − CU ). Then,

for every ρ◦ ∈ R, the solution ρ(t) of the dynamical flow
network (7) with initial condition ρ(0) = ρ◦ ∈ R is such
that κ(ρ◦) = +∞ and

lim
t→+∞

ρe(t) = +∞ , ∀e ∈ E+U∗ ,

lim
t→+∞

1

t

∑

e∈E+U∗

ρe(t) = λU∗ − CU∗ . (15)

Moreover, there exist ρ∗e ∈ [0,+∞), e ∈ E \ (E+U∗ ∪ ∂−U∗),
such that

lim
t→+∞

ρe(t) = ρ∗e , ∀e ∈ E \ (E+U∗ ∪ ∂−U∗) , (16)

for every initial density ρ◦ ∈ R.
Proposition 2 implies that, when the buffer capacities

on all the links are infinite, then there exists a cut U∗,
independent of initial condition ρ◦ such that, asymptotically,
all the links in E+U∗ get congested. This is to be contrasted
with the finite buffer capacity case, which has a similar result,
however, the cut there depends on the initial condition ρ◦.
Proposition 2 also implies that the total density in E+U∗ grows
linearly in time, and that the densities on the links which do
not get congested approach a unique limit point.

A comparison is due with [6], which studies an acyclic
queuing network with set of queues Q employing max-
weight algorithm. It is shown that if q(t) ∈ RQ+ is the vector
of queue lengths, then q(t)/t → q̂ where q̂ ∈ RQ+ is the
solution to an optimization problem related to the parameters
of the max-weight algorithm.

IV. NUMERICAL SIMULATIONS

In this section we provide numerical simulations confirm-
ing the predicted overload behavior of the network.

Consider the directed cyclic network with one destination
node d depicted in Figure 3. Let Ce = 1,∀e ∈ E \ {3, 4}
and C3 = C4 = 0.5. The min cut capacity is attained at
S such that ∂+S = {3, 4} and ∂−S = {5}, and its value is
CN := C3 + C4 = 1. Following Example 1, the distributed
routing policy used for the simulations is given by:

fe→j(ρ
e) = Ce

(
1− e−3ϕe(ρe)

) e−5ϕj(ρj)∑
k∈{e}∪E+e e

−5ϕk(ρk) ,

where ϕe(ρe) = ρe
1−ρe/Be ,∀e ∈ E . The value of the routing

policy is given by λo = 2.5 > CN , and λv = 0 for all
v 6= o. Notice that maxU {λU − CU} = λ0 − CN > 0. We
run two sets of simulations: (i) Be = +∞,∀e ∈ E , and
(ii) Be = 2,∀e ∈ E . In case (ii), we consider two sets of
initial conditions: ρ1e(0) = 0,∀e ∈ E , and ρ21(0) = ρ22(0) =
1.9, ρ2e(0) = 0, e = 3, . . . , 7.

λo

C2

C3

C4

C5

C6

C7

o d

C1

v1

v2

v3

v4

Fig. 3. Topology of the network used in the simulations. Grey marked
nodes form the cut attaining the min-cut capacity C3 + C4.

The results of the simulations are shown in Figure 4
and Figure 5. Since maxU {λU − CU} > 0, in case (ii),
Proposition 2 implies that 1

t

∑
e∈E+S

ρe(t)→ λo−CN = 1.5,
as shown in Figure 4. In case (ii), Proposition 1 implies that
there exists a cut such that all the links in the cut hit their
buffer capacities simultaneously, and that the time at which
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this happens as well as this cut in general depend on the
initial condition ρ◦. This dependence on ρ◦ is illustrated in
Figure 5. The two cuts whose links hit the buffer capacities
are given by: S(ρ1(0)) = {o, v1, v2} is such that E+S(ρ1(0)) =

{1, 2, 3, 4}, while S(ρ2(0)) = {o} is such that E+S(ρ2(0)) =

{1, 2}. The times at which the links in the cuts attain the
buffer capacities simultaneously are κ(ρ1(0)) = 4.7849 and
κ(ρ2(0)) = 0.347, respectively. As expected, since ρ1(0) ≺
ρ2(0), we have that κ(ρ2(0)) < κ(ρ1(0)).
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Fig. 4. Evolution of densities when links have infinite buffer capacities.
Left: link-wise densities. Right: 1

t

∑
e∈E+S

ρe(t) approaches λo − CN =

1.5 as t→ +∞.
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Fig. 5. Evolution of densities (top) and corresponding cut (bottom) when
links have infinite buffer capacities, for initial conditions: (left) ρ1(0) =
0, ∀e ∈ E , and (right) ρ21(0) = ρ22(0) = 1.9, ρ2e(0) = 0, e = 3, 4, 5, 6, 7.

V. CONCLUSION

This paper studies dynamical flow networks with dis-
tributed monotone routing policies. It is shown that whenever
the capacity constraints in the network are satisfied, there
exists a unique equilibrium flow which is throughput optimal.
We also characterize the overload behavior of the network
when the external inflow at the origin nodes violates capacity
constraint of some cut in the network.

There are several directions of research that we plan to
pursue in the future. We plan to derive appropriate condi-
tions under which monotone routing policies can optimize
secondary objectives, such as steady-state delay, without
comprising throughput optimality. We also plan to formally
interpret monotone routing policies as combinations of phys-
ical properties and control policies in various application

domains, and utilize the characteristic properties of mono-
tone routing policies for synthesis of appropriate control
policies. Finally, we plan to extend our formalism to the
multi-commodity case.
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