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Abstract

As wind energy penetration increases, wind power plants may be required to regulate their power production
according to the load-balancing needs of the power system. This presents an opportunity: when a wind farm
tracks a power set-point, its wind turbines are free to continuously vary their power production as long as the
sum of their productions meets the power demand. Here, we present an intuitive wind turbine coordination policy
that uses this flexibility to minimize the aggregate fatigue load on the turbines. An important property is that the
policy is scalable enough to be applied to any wind farm size. Specifically, the computational effort required to
compute and reconfigure the optimal coordination policy is the same as that of a single stand-alone turbine, and
the only centralized information processing needed to implement it is a single averaging operation. The efficiency
of the coordination policy is illustrated in a simulation study based on real wind farm data.

1 Introduction
In order to reduce emissions, many regions have set goals on renewable energy production. In particular, Europe
aims to produce 20% of its electricity from renewable sources by 2020 [1], the United States is looking into 20%
wind power penetration by 2030 [2], and Denmark aims to have all of its electricity supplied by renewables in
2050 [3]. However, unlike conventional generation, the intermittent nature of renewable sources, such as wind
and solar, poses a significant challenge to the load-balancing mechanism of the power system. Among the sev-
eral renewable-integration measures that are being actively explored, one option is to let wind farms behave as
dispatchable power plants that regulate their power production according to the balancing needs of the electrical
power system [4, 5, 6]. This policy has already been translated into practice. For instance, several regions have
grid codes where large wind farms are required to respond to power demands from the system operator [7, 8, 9].
Moreover, in the United Kingdom and Spain wind power plants participate in electricity markets where they bear
full responsibility for forecasting and balancing their own production [10].

While operating a wind farm as controllable power plant leads to reduced energy production, it also offers an
opportunity to mitigate this cost. When a wind farm tracks a power set-point, there is flexibility in distributing the
total power production among its wind turbines. This can be used to improve additional aspects of wind power
plant operation. For instance, in [11], the flexibility in distributing the power production was used to reduce active
power losses in the transformers and lines inside the wind farm. Another possibility, which is the topic of this paper,
is to use the flexibility to reduce the structural loads on the wind turbines [12, 13]. Load reduction is an important
objective in wind turbine control because it can increase wind turbine life span and reduce maintenance costs [14].
Alternatively, reduced loads might relax the structural rigidity requirements of the wind turbine components and
reduce material costs [15].

The underlying idea in this paper is that, instead of each turbine following a fixed portion of the power demand,
it can be allowed to continuously adjust its power production in response to local wind speed fluctuations. Since
wind conditions are not uniform across the wind farm, wind turbines can coordinate their power production so that
changes that benefit one turbine are compensated for by units with opposite needs. Previous studies suggest that,
by allowing wind turbines to coordinate their production in this way, it is possible to significantly reduce loads to
both the tower and the low-speed shaft of the turbines [12, 13]. The mechanisms that convert the ability to adjust
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power production into load reduction were investigated in [16]. For work on a related idea, where the objective is
to find wind turbine operating points that minimize fatigue loading, see [17].

The main challenge in coordinating the production of a large number of wind turbines is that the associated
control problem becomes complex. The problem can be formulated as a cooperative control problem among a
group of autonomous subsystems that are coupled by a linear coordination constraint on their inputs. The need to
continuously reconfigure the controller to account for changes in wind conditions, external power demands, and the
number of wind turbines in operation, sets severe limitations in terms of computational complexity of the control.
In [13], computational complexity was reduced by using a distributed control architecture, where the wind turbines
update and execute their own local control laws based on information from a limited number of neighboring units.
In [18], a model predictive control approach was used to coordinate the turbines. The method exploits the structure
of the problem in order to allocate the bulk of computations among the individual turbines, resulting in a speed up
of the computation time by several orders of magnitude.

In this paper, we cast the wind turbine coordination problem in classical linear-quadratic-Gaussian (LQG)
control framework. The main contribution is to show that the optimal solution is inherently scalable, both in terms
of implementation and the computational effort required to obtain it. Our approach is based on the observation that
wind turbines in wind farms are often identical in their design and operate around similar wind conditions. The
control design problem can then be formulated as a coordination problem among homogeneous agents, which was
studied in [19]. The optimal controller for this problem has several useful properties in terms of wind farm control.
First, the optimal coordination policy is simple and intuitive. Specifically, the optimal power adjustment at each
turbine is comprised of two terms: a local adjustment that disregards the wind farm power-set point and tries to
minimize the fatigue load of the wind turbine, and coordination term that corrects for deviations from the power-set
point. The coordination term is the same for all turbines and simply equals the average of the local adjustments.
As a result of its special form, the only centralized information processing required to implement the coordination
policy is a single averaging operation. This can easily be performed for very large wind farms. Moreover, the
optimal control law can be obtained by solving a single LQG-problem for a stand-alone turbine. This means that
the computational effort required to design and reconfigure the controller is very low, regardless of the number of
turbines. Finally, for large wind-farms, an interesting observation is that under the optimal coordination policy,
there is practically no trade-off between meeting the power demand to the wind farm and minimizing fatigue loads
on the wind turbines.

The rest of the paper is organized as follows. In Section 2 we describe the wind turbine and wind farm models.
In Section 3 we formulate the control design problem. The optimal controller and its properties are discussed in
Section 4. To illustrate the behavior of the controller, Section 5 provides a simulation study based on real wind
farm data. Conclusions are provided in Section 6.

2 Modeling

2.1 Wind turbine model
We adopt a non-linear model of the NREL 5-MW wind turbine from [20]. A schematic overview of the model is
depicted in Figure 1. The main non-linearities in the model are in the aerodynamics block, which is implemented
as a static model based on the power and thrust coefficients, and in the generator model. The drive-train and tower
models are linear and contain poorly damped resonant modes. The pitch actuator is modeled as a first-order linear
servo system with an internal loop delay. The wind turbine controller manipulates the generator torque and the
blade pitch angle in order to meet a prescribed power demand. It has three main modes of operation, usually called
“operating regions”. See Figure 2. The first two modes are identical to those of the standard NREL base-line
controller described in [21], whereas the third mode has been modified to allow the turbine to track a power set-
point. The controller operates in the third (derated) mode if the wind turbine is capable of producing the power
demand, that is, the demand does not exceed the power that can be captured by the turbine. In this case excess
wind power is curtailed in order to satisfy demand. This is achieved by modifying the pitch angle to keep the rotor
speed close to its rated value, and adjusting the generator torque to maintain the power set-point. In this paper, we
assume that the controller operates in Region 3.

The full non-linear model will be used for simulation in Section 5. For control design, we follow standard
control design procedure and use a linear model to approximate the wind turbine dynamics around an operating
point. Here, we use the linear model in [12]. A block-diagram of the model is illustrated in Figure 3, where P
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Figure 1: Schematic overview of the NREL wind turbine model

represents the wind turbine and Pv accounts for the spectral density of the wind speed fluctuations. The inputs
to the wind turbine, v and pref, are the deviations in the wind speed and the power reference from their mean
values, respectively. To illustrate that pref is the control input to the turbine, it is also denoted by u. It is important
to note that the linear model neglects electrical generator dynamics, which means that u equals the actual power
production of the turbine. The outputs F, ω and β are the deviations in thrust force, rotor speed and pitch angle
from their nominal values, respectively. The wind speed is modeled as v = Pvn, where n is Gaussian white noise
with unit intensity. The filter Pv was identified from real wind turbine measurements in [22] and is described by
the transfer function

Pv(s) =
7.4476

(1/0.0143)s+ 1,

2.2 Wind farm model
We consider a wind farm with N wind turbines, and use the subscript i to refer to ith turbine in the wind farm.
For instance, β i denotes the pitch angle deviations at the ith wind turbine. We make two simplifying assumptions,
which are discussed in Remark 4.3:

• The operating point is the same for all wind turbines. The operating point is determined by the mean wind
speed and the nominal power production, which are set to 10 m/s and 2 MW, respectively. Since all wind
turbines are identical in their design, the assumption implies that they have identical dynamics.

• The wind speed variations experienced by different turbines are uncorrelated. This assumption is only made
to simplify the control design and is not used in the simulations in Section 5.

Based on the assumptions above, the wind turbines in the wind farm can be described by

d
dt xi(t) = Axi(t) + Buui(t) + Bnni(t), i = 1, . . . ,N, (1)

where ni and n j are independent for i ,= j. The state vector is given by xi =
[
β i ω i qi vi

]T , where qi is a
filtered rotor speed measurement that is used by the internal wind turbine controller. At the operating point defined
above, the state space matrices take the following values

A =


0 1.2 ⋅ 102 -9.2 ⋅ 10-1 0

-8.4 ⋅ 10−3 -3.2 ⋅ 10-2 0 1.6 ⋅ 10-2

0 1.5 ⋅ 102 -1.6 0
0 0 0 1.43 ⋅ 10-2

 B =


0

-2.1 ⋅ 10-8

0
0

 Bn =


0
0
0

0.11

 .
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Figure 2: Power curve of the NREL 5-MW wind turbine. The turbine operates in Region 3 if the power set-point is
below the power that the turbine is capable of producing (dahsed). The solid curve shows the power production at
different wind speeds for a power set-point of 2 MW. At 10 m/s, the turbine spills 1.48 MW of the available power
to satisfy the demand. The solid gray lines indicate transitions between operating regions. With a power reference
of 2 MW, the wind turbine operates in Region 3 if the wind speed exceeds 8.23 m/s.
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Figure 3: Block-diagram of the linear wind turbine model. The plant P describes the wind turbine and Pv accounts
for the spectral density of the wind speed fluctuations. The signal v represents the wind speed fluctuations, u is the
deviation of the power reference from its nominal value, and n is white noise that generates v. The outputs F, ω

and β are the deviations in thrust force, rotor speed and pitch angle from their nominal values, respectively. The
model neglects generator dynamics, which makes u the actual power production of the turbine.
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3 Formulation of the optimal control problem
As explained above, we consider a wind farm with N wind turbines, where each turbine operates at a mean wind
speed of 10 m/s and a nominal power production of 2 MW. The power set-point to the wind farm is the sum of the
nominal wind turbine production, i.e. 2N MW.

The aim of the wind farm controller is to use the flexibility in distributing the power among the wind turbines
to reduce structural loads. Here, we limit our attention to fatigue loads on the tower of the turbines1. The standard
method for evaluating fatigue, which is used during the simulations in Section 5, is based on counting stress
cycles [15]. However, this fatigue measure cannot be directly addressed in a control design framework based on a
linear model. Therefore, we will design a control law that reduces the variance of the thrust force. The idea is that,
since the tower motion is mainly driven by the thrust force, a reduction in thrust should lead to less excitation and
hence, lower fatigue loading.

We define the cost function for the ith turbine as

Ji = E
(
zTi (t)zi(t)

)
.

where E denotes expectation and

zi(t) =
[
Fi(t)
kuui(t)

]
=

[
-5.8 ⋅ 104 -1.5 ⋅ 105 0 7.4 ⋅ 104

0 0 0 0

]
xi(t) +

[
0
ku

]
ui(t)

= Czxi(t) + Dzui(t).

Note that we have included ui in the cost function in order to keep the power variations at each turbine at a
reasonable level. Here, the parameter ku > 0 is a weight that can be used to tune the level of power fluctuations
that can be accepted at a turbine.

For each wind turbine, we assume that we have access to noisy measurements of the pitch angle and the rotor
speed

yi =
[

β i + kβ eβi
ω i + kω eωi

]
=

[
1 0 0 0
0 1 0 0

]
xi +

[
kβ 0
0 ke

] [
eβi
eωi

]
= Cyxi + Dy

[
eβi
eωi

]
(2)

where eβi and eωi are mutually independent Gaussian white noise processes with unit intensities, and kβ > 0
and kω > 0 are design parameters that can be used to account for different signal-to-noise ratios. It is also
possible to include the internal controller state, qi, in the measurement, but since this is only a filtered rotor speed
measurement, it does not contain any additional information.

If the wind turbines were able to freely vary their power production, each of their control laws could be obtained
by solving the following decentralized optimal control problem

minimize Ji (3a)
subject to (1) and (2). (3b)

This is a standard linear quadratic Gaussian (LQG) control problem and its solution is well-known [24]. To form
the solution, it is necessary to find the satbilizing solutions to the following algebraic Riccati equations

AT X + X A+ CTz Cz − (X Bu + CTz Dz)R−1
u (BTu X + DTz Cz) = 0 (4)

AY + YAT + BwBTw − (YCTy + DyBTw )R−1
w (CyY + BwDTy ) = 0, (5)

where Ru = DTz Dz and Rw = DyDTy . The solutions to these equations are said to be stabilizing if

F = −R−1
u (BT X + DzCz) (6)

L = −(YCTy + BwDTy )R−1
w (7)

1To keep the presentation clean, we only include fatigue loads on one component. We have chosen the tower because it constitutes the most
expensive component of a wind turbine [23]. However, the framework in this paper does not depend on this choice, and fatigue loads on other
components, such as the low-speed shaft, can be included in a straightforward manner.
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are such that the matrices A+ BF and A+ LC are stable2. The solution to (3), denoted uloc
i , is then given by the

observer-based control law

d
dt x̂i(t) = (A+ BF)x̂i + L(Cx̂i − yi) (8a)

uloc
i (t) = Fx̂i(t). (8b)

Since the wind farm is required to meet a certain power demand, the wind turbines cannot apply (8) directly.
Instead, they must coordinate their power production to ensure that the set-point is met. Since ui is the power
deviation from the nominal production of each turbine, the power demand is satisfied if

∑N
i=1 ui = 0. The overall

control problem is defined as

minimize J =
1
N

N∑
i=1

Ji (9a)

subject to (1) and (2) (9b)

and
N∑
i=1
ui = 0. (9c)

Remark 3.1. The LQG control law (8) has an interesting and intuitive interpretation. First, it can be shown that
if the full state xi could be measured perfectly, the optimal control law would be ui = Fxi. However, since xi
cannot be measured, the optimal control law in (8) replaces it with its estimate, x̂i. The term (A + BF)x̂i in
the state estimator equation (8a) takes into account the dynamics of the wind turbine, and last term incorporates
new information, yi − Cyx̂i, obtained from measurements (i.e. the innovations). It can be shown that when the
innovation weight, L, is chosen as in (7), then x̂i is the best least squares estimate of xi. The property that the
LQG control law can be obtained by solving separate state-feedback control and estimation problems is known as
the separation principle of estimation and control [24, Section 14.9].

4 Optimal control law
It can be shown3 that the optimal solution to (9) is given by

ui(t) = uloc
i (t) −

1
N

N∑
j=1
uloc
j (t), i = 1, . . . ,N, (10)

where uloc
i , defined by (8), is the optimal control law for the local problem (3). This means that the optimal control

policy is for each wind turbine to behave without concern for the power set-point of the wind farm, and then
compensate for a portion, 1

N , of the resulting deviation. The structure of the control law is illustrated in Figure 4
for a wind farm with two turbines. The turbines have their own local controllers, which compute uloc

1 (t) and uloc
2 (t)

based on measurements y1 and y2, respectively. If these local control signals were applied to the wind turbines
directly, they would result in a deviation, uloc

1 (t) + uloc
2 (t), from the power-set point of the wind farm. This is

remedied by a coordinator that computes correction terms,

−
1
2(u

loc
1 (t) + uloc

2 (t)),

which are added to the decentralized control signals.
An important property of the optimal control law is that it scales well as the the number of turbines grows large.

In order to obtain (10), we only need to compute the local feedback and observer gains F and L in (8), which

2Stabilizing solutions to (4) and (5) can be computed using standard computer programs, e.g. by using the command are in Matlab
3A state-feedback version of (9) was solved in [19]. The solution can be extended to the output-feedback case by using the separation

principle [24, Section 14.9].
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amounts to solving problem (3) for a single turbine. This means that the controller can be easily reconfigured to
account for changes in the mean wind speed, power set point, and the number of units in operation. Moreover, the
only information processing required in addition to the local control laws, is a single averaging operation to form
the correction terms, which can easily be performed for a very large number of turbines.

If the controller is implemented as suggested in Figure 4, the local control laws will be independent of the
number of turbines in the farm. This provides a degree of robustness against failures. For instance, if communi-
cation fails between a wind turbine and the coordinator, meaning that a correction term cannot be transmitted, the
wind turbine can revert to its nominal power production, ui = 0. Coordinating the remaining wind turbines in
an optimal manner is then simply a matter of the coordinator updating the number of actively participating units
N → (N − 1). The architecture in Figure 4 is also useful when the wind farm operates in ∆-mode, where the
objective is to track a portion of the available wind power as opposed to a predetermined power set-point [25].
Wind turbines can then easily be added or removed from operation without any redesign of the local control laws.
Only N needs to be updated to reflect the number in operation.

A natural question is how much better a wind turbine performs under the optimal control law (10) compared
to when it maintains its nominal production, i.e. under ui = 0. This is partly investigated in a simulation study in
Section 5. In the remainder of this section, we provide some general insight based on results in [19].

Let Jloc and J0 denote the values of the wind turbine cost function Ji under the local control laws ui = uloc
i

and ui = 0, respectively. Note that Jloc is the cost of a turbine when it "greedily" minimizes its fatigue loads
without any regard for the wind farm power-set point, and J0 is the cost when the wind turbine is not allowed to
adjust its power production at all. It is immediate that Jloc ≤ J0. The value of the cost function of a wind turbine
under the optimal coordination policy (10) can then be expressed as

Ji = J0 − (1−
1
N )(J0 − Jloc). (11)

This expression states that the performance improvement obtained by an average turbine as a result of coordinating
power production is (1− 1

N )(J0 − Jloc). This quantity increases with the number of units in the wind farm. This
is intuitive as a large number of turbines provides better opportunity for matching positive and negative power
adjustments needs. In particular, Ji → Jopt as the number of turbines N → ∞, which means that, in large wind
farms, there is practically no trade-off between satisfying the power demand and reducing fatigue loads.

Remark 4.1. The theory in [19] allows for several modifications to the optimization problem (9), which can be
used to account for additional requirements. For instance, it is possible to prioritize the wind turbines differently
by replacing objective (9a) by

∑
i λ iJi, where a high value on λ i > 0 would reflect a high priority for reducing

loads on the ith turbine. Also, instead of aiming for perfect tracking of the wind farm power set-point, it is possible
to consider a trade-off between tracking and load reduction. It is also possible to incorporate frequency-weighted
tracking requirements. For instance, it is possible to suppress slow deviations from the wind farm power set-
point while allowing for faster fluctuations. The solution to these modified problems can be extracted from [19].
Importantly, these modifications do not alter the structure of the optimal control law in (10). That is, local wind
turbine control is corrected by a single centralized (possibly weighted) averaging operation.

Remark 4.2. The quantities Jloc and J0 can be computed as

Jloc = tr(BTw X Bw) + tr(RuFYFT) and J0 = tr(BTw X0Bw),

where X , Y, and F are defined in (4), (5), (6), respectively, and X0 is the solution to the Lyapunov equation

AT X0 + X0A+ CTz Cz = 0,

which can be solved using standard computing programs4. See [24] for details.

Remark 4.3. It is important to discuss the validity and implication of the assumptions introduced in Section 2.2.
First, practical studies suggest that wind speed fluctuations (variations around mean wind speed) are only corre-
lated at very low frequencies [26, 22]. Since our objective is to reduce fatigue loads, which are excited mainly by
faster wind speed fluctuations, we do not expect any significant effect on our results due to correlation. Moreover,
we stress that this assumption is only made to simplify the the control design, and is not used in the simulation

4For instance, using lyap or are in as Matlab R©
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study in Section 5, where the wind speed fluctuations are estimated from real wind farm data, which is collected
from adjacent wind turbines.

The assumption on identical operating points is more delicate, especially regarding the mean wind speeds. For
instance, in wind farms with two dimensional topologies, some turbines will be exposed to wakes, which implies
that they will experience lower mean wind speeds. Investigating the robustness of the control laws proposed in this
work to non-identical operating points is an important research topic that is not covered in this work.

It is worth mentioning that the design framework proposed in this paper can be easily modified to account for
different operating points. One approach would be to split the wind farm into smaller groups, where the wind
turbines do have the same operating conditions, and solve (9) for each group. Note that the power coordination
requirement (9c) is satisfied for the wind farm if it is satisfied for each subgroup (but not vice versa). This approach
is appealing because, according (11), by coordinating groups of say N = 10 wind turbines we can expect to attain
at least 1 − 1/N = 90% of the load reduction obtained by coordinating all wind turbines. A second heuristic
approach would be to apply (10), and let each uloc

i be the optimal control with respect to the ith turbine’s specific
operating conditions. An evaluation the performance and robustness aspects of this heuristic is outside the scope
of this work.

5 Simulation example
In this section we simulate5 a wind farm with five NREL 5 MW wind turbines. We let each wind turbine expe-
riences a mean wind speed of 10 m/s and a nominal power production of 2 MW, which is 1.48 MW below its
nominal power production ability. See Figure 2. The power demand to the wind farm is 10 MW.

In the simulations, each wind turbine experienced a wind speed of 10 m/s + vi. In order to provide realistic
simulations, the wind speed variations, vi, were estimated from real wind farm data. The data was collected from
a commercial wind farm consisting of Vestas V90 3 MW wind turbines. During the data collection the turbines
operated in Region 2 where they operate at maximum aerodynamic efficiency. In this mode of operation, the power
production is approximately a cubic function of the wind speed. The effective wind speed at a wind turbine was
estimated as Vi = (Pi/c)

1
3 , were Pi is the power production of the turbine and the coefficient c was obtained by

using the Vestas V90 power curve in [28]. Figure 6 shows one of these sequences together with the measured
nacelle wind speed. Finally, the wind speed variation was computed from the effective wind speed by subtracting
its mean, that is, vi = Vi − mean(Vi). The wind direction during the data collection is illustrated in Figure 5.
It is parallel to the row of turbines, which implies that the estimated wind speed variations account for possible
correlation effects, which were neglected in the control design. A total of nine different ten minute effective wind
speed sequences were estimated for each wind turbine.

For each wind speed sequence, we simulated the response of the wind farm under the control law (10). The

5The simulations are performed in Simulink R©, where we use the wind turbine model implementation in [27].
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Figure 5: Position of the wind turbines in relation to the wind direction during the data collection. For each
turbine, nine wind speed sequences of ten minutes were estimated. Since the estimated wind speeds are based on
data collected from neighboring wind turbines, they account for possible correlation effects, which were neglected
during the control design.
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Figure 6: Estimated effective wind speed (solid black) and measured nacelle wind speed (dashed gray) at one of
the turbines.
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Figure 7: Reduction in accumulated fatigue (%) for each wind turbine when using the control law (10) compared
to the case when the turbines maintain a power production of 2 MW at all times. The circles show the average
reduction over all 9 simulation runs, while the lines indicate the smallest and largest reduction. The average
reduction over all turbines and all simulations was 35%.

control design weights were set to6

ku = 10−5 kβ = 1.5 and ke = 10−4.

For comparison, we also simulated the case where the turbines do not deviate from their nominal power references,
i.e. ui = 0, i = 1, . . . , 5. After each simulation, the accumulated fatigue to each of the wind turbine towers was
computed as follows.

1. The rain-flow counting algorithm in [29] was used to extract equivalent stress cycles, s1, . . . , sr, from the
history of the fore-aft tower bending moment.

2. The fatigue caused by a stress cycle number l was computed based on the S/N-curve as skl , where we use
k = 4, which is typical for steel structures [15]. The total fatigue was then calculated according to Palmgren-
Miner’s rule as

∑r
l=1 skl .

Figure 7 summarizes the outcome from the nine different simulations. On average, the accumulated fatigue
damage was 35% lower when using the control law (10), compared to the case when the turbines maintained their
nominal power production. Figure 8 shows the increase in accumulated fatigue during one of the simulations.

The response of one of the wind turbines to one of the wind speed sequences is shown is Figure 9. An
illustrative period starts after approximately 300s, when the wind speed suddenly drops. To avoid exciting the
tower bending dynamics, the local wind turbine controller tries to lower the power production, which is indicated
by the drop in uloc

3 . The actual power production of the turbine, after applying the correction from the coordinator
(see Figure 4), is shown by the solid curve. The effect of reducing the power production of the turbine is that a
large peak in tower bending moment is avoided.

In Figure 9, the desired power adjustments of the wind turbine uloc
3 are in the same direction as the wind speed

variations. This is a consistent phenomenon across all simulations and can be explained as follows. A drop in
wind speed reduces the aerodynamic torque and has a decelerating effect on the rotor speed. In order to maintain
rated speed, the internal wind turbine controller decreases the pitch angle, which in turn excites the tower bending
dynamics. The benefit of reducing the power reference is that it helps the speed regulation by forcing the internal
controller to reduce the generator torque. This reduces the required amount of pitch activity and leads to less tower
bending. For a more extensive discussion on the mechanisms behind the load reduction, see [16].

6These values were chosen to obtain a satisfactory response for a single stand-alone wind turbine to a wind gust. Specifically, we solved the
uncoordinated problem (3) repeatedly with different weights until a satisfactory response was obtained.
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farm controller (solid) and when each wind turbine maintains a production of 2 MW (dashed gray).
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Figure 9: Response of wind turbine 3 to the wind speed in the upper left plot. With wind farm controller (solid)
and when each turbine maintains a production of 2 MW (dashed gray). The dotted curve shows the desired power
production uloc

3 . At time 300 s, the wind speed drops. To maintain the rated rotor speed, the internal wind turbine
controller is required to reduce the pitch angle, which in turn excites the tower bending dynamics. In the case when
the turbines maintain their nominal power productions, this leads to a large peak in tower bending moment. By
allowing the turbine to reduce its power, the wind farm controller (10) manages to reduce the peak.
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Figure 10: The first five plots show the power production for the wind turbines in one of the simulations. With
the wind farm controller (10) (solid) and when each turbine maintains a production of 2 MW (dashed gray). The
dotted curve shows the local control signals uloc

i . The lower right plot, shows the total power production of the
turbines. Note that the total power production under (10) is indistinguishable from the reference case. The dotted
black curve shows the sum of the locally desired power references

∑5
i=1 uloc

i .
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Figure 10 shows the power production for all five wind turbines from one of the simulations. The actual power
production follows the local control signals, uloc

i , relatively well, which is a consistent phenomenon across all
the simulations. The lower left plot shows the total power production in the wind farm. The production when
using (10) is indistinguishable from the case when the wind turbines maintain their nominal power reference.

6 Conclusions
We have proposed a coordination policy for a wind farm that is required to meet a power set-point. The goal is
to reduce the fatigue loads to the tower of the wind turbines, while satisfying the power demand. Our approach
relied on two assumptions: that wind turbines are identical in their design and operating points, and that the wind
speed variations that they experience are uncorrelated. Based on these assumptions, the control design problem
was formulated as an optimal coordination problem among homogeneous agents, which was solved in [19].

The proposed wind farm controller has several important properties. First, it has an intuitive and transparent
structure. Second, the optimal control law can be applied to any realistically sized wind farm. This is because
in order to form the control law, it is only necessary to solve an optimization problem for a stand-alone wind
turbine. Also, the only centralized operation required to implement the control law is a single averaging operation
to form the correction terms, which can easily be performed for a large number of wind turbines. Moreover, it was
possible to provide a simple expression that quantifies the load reduction due to the proposed coordination policy.
In particular, for wind turbines operating in large wind farms, there is practically no trade-off between satisfying
the power-set point and reducing fatigue loads.

The control law was evaluated in a simulation study based on wind speeds that were estimated from real wind
farm data. It should be noted that, since the wind speeds were estimated using data collected from neighbor-
ing wind turbines, they account for possible correlation effects which were neglected during the control design.
The proposed control law resulted in a 35% average reduction of the fatigue damage to the wind turbine towers
compared to if each turbine had maintained its nominal power reference.
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