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Abstract—Cloud computing has recently received consider-
able attention, as a promising approach for delivering ICT
services by improving the utilisation of data centre resources.
On the other hand, the increased usage of ICT, jointly with
the increased cost of energy, make designing and managing
data centres with energy efficient strategies a crucial and
strategical problem. In the literature there are many studies
based on Computational Fluid Dynamics (CFD) simulation
models. While the obtained results are usually very reliable
and accurate, the massive use of such models for control design
require a large amount of time due to their computational
complexity and scarce flexibility. In addition, CFD models
are usually quite sensitive to any kind of change to the
operating conditions, e.g. when varying the considered load
balancing algorithm. In this paper, we propose a modelling and
simulation framework suited for control design, that is able to
simulate both heating and energy phenomena, and different
load balancing strategies in a data centre. The purpose of this
work is to provide a tool to perform energy-efficiency targeted
studies, providing accurate and reliable results.

Keywords-Data Centres; Energy Optimisation; Object-
Oriented Modelling and Simulation;

I. INTRODUCTION

The number of massive data centres is increasing with
a very high rate in the last years, especially due to cloud
computing. Their energy consumption however is a growing
issue. Large companies such as Amazon, Google, or Mi-
crosoft have a huge amount of data centres, each housing
thousands of servers. According to [1], energy costs for
data centres continue to rise, already exceeding $15 billion
per year. And this trend is more than positive, since the
total worldwide electricity consumption in communication
networks grew from 200 TWh per year in 2007 to 330 TWh
per year in 2012, which corresponds to an annual growth rate
of 10.4%, [2]. These data put a significant importance to the
problem of efficiently managing energy in data centres.

To this end, different solutions were proposed. On one
side, researchers have focused on how to adapt the number
of active servers in a view to minimize energy consumption,
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while meeting response time Service Level Agreements
(SLAs) and maximising utilisation [1, 3–5]. On the other
hand, power delivery, electricity consumption, and heat
management studies for data centre environments gained
a lot of importance [6–10]. In this last type of problems,
simulation models play a key role for the quality of the
obtained results. That is the reason why Computational Fluid
Dynamics (CFD) simulation is extensively used for simulate
airflow and heating components in data centres.

CFD modelling offers a practical and comprehensive
design approach. Computational simulations can be used for
a quick setup of any proposed layout, any desired placement
of conditioning units, and any imagined failure scenario. The
“computational” trial-and-error process is widely preferable,
since performing a simulation is much faster and more
economical than building an actual layout. However, a CFD
simulation can last 24 hours or even more, and its com-
plexity hinders the possibility to use this tool for real-time
simulation or control design. In addition, CFD models are
not easy to integrate with others, e.g. control system models,
unless co-simulation tools are used. As a result, CFD is a
powerful methodology to size a system, but nowadays it is
not possible to use it to design a control system, and even
more to perform on-line forecasts, strategy evaluation, and
similar tasks.

The motivation of this work is to reduce the computational
complexity of modelling by trading accuracy for simplicity,
while still obtaining a model that in a reasonable amount
of time would be able to differentiate between energy and
temperature achieved by different load balancing strategies.
The aim is not to provide a novel solution for energy-
efficiency in data centres, but rather a tool to compare,
in terms of energy consumption, multiple control strategies
based on physical models, in a reliable and efficient way.

The proposed simulation framework relies, from a tech-
nological viewpoint, on the advantage of adopting a modular
Object-Oriented Modelling (OOM) approach, by using the
Modelica language [11], and from a methodological view-
point on the idea of quasi-3D subzonal models [12].



II. RELATED WORK

In the management of a data centre, there are two major
control problems: managing the computational resources to
best serve the received requests, and govern the ambient
conditions so that no server has to shut down or to degrade
performance, owing to a lack of air cooling capacity. These
two problems have a relevant energy impact and are mutu-
ally dependent, since the server power consumption depends
on the load management but affects the heat released to the
air, while the conditioning of the air modifies the behaviour
of the server cooling system. Hence, to optimise energy use,
a coordination of load management and air conditioning is
beneficial. However, performing experiments on real plants
may be too expensive, and in many cases this possibility
is hindered by the lack of an adequate sensing infrastruc-
ture [13]. These are the main reasons for the extensive use
of simulation tools. On the other hand, very sophisticated
models are usually useless for control design purposes, and
simple ones are preferable [14–16].

A. CFD-based simulators

The typical approach is to use CFD tools, that compute
thermofluid dynamics phenomena in the data centre [17–19]
at a very fine-grained level. However, the devised solutions
often are based on some assumptions about the internal
autoscaling and load balancing algorithms, hence assuming
a uniform load in the overall data centre.

In [17] only the effect of a failure of a Computer Room
Air Conditioner (CRAC) is considered as a possible variation
from the nominal conditions, while usually some of the men-
tioned assumptions are made. Patel et al. developed a CFD
model in order to use inlet temperatures as the key measure
of a proper data centre thermal design [9], while Karki
et al. describe a CFD model for calculating airflow rates
through perforated tiles in raised-floor data centres [10].
Cremonesi and Sansottera employed a simplified model –
yet computationally heavy – to devise a linear model based
on the assumption that the fraction of air recirculating from
one server to another is constant [20] . The obtained model
is fairly accurate, but the extensive use of CFD simulation
during the training phase, combined with its intrinsically
static nature, makes it sensitive to any kind of change.

The applicability of CFD-based approaches is thus lim-
ited, since they are less flexible to be adapted to different
policies, and are not suited to include computing phenom-
ena. Furthermore, using CFD-based approaches for control
design is possible [21] but usually too computationally
expensive.

B. Data centres and cloud simulation frameworks

In the context of data centres and cloud computing,
different non-CFD simulation frameworks have been already
proposed [22, 23]. Some of them, also take into account

energy aspects, like for example CloudSim [24], Green-
Cloud [25], and MDCSim [26].

CloudSim [24] is modular, extensible, and open-source
simulation framework. It is able to model very large scale
clouds, e.g. in [24] 100000 machines have been instantiated
in less than 5min, requiring only 75MB of RAM. It is based
on SimJava [27], for the event based simulation engine, and
on the GridSim toolkit [28] for the modelling of the cluster,
including networks, traffic profiles, resources, and so forth.
CloudSim extends the GridSim core functionalities by mod-
elling storage, application services, resource provisioning
between virtual machines, and data centre brokerage, and
can even simulate federated clouds.

GreenCloud [25] is written in C++, and simulates a cloud
as a packet network and estimates energy consumption at
the servers, switches and links level. Unlike CloudSim,
GreenCloud focuses specifically on the measurement of
energy consumption. The power models used to estimate
the energy consumption assume proportionality of the power
consumption to the CPU load in servers, and the power con-
sumption of switches to be almost constant and proportional
to the transmission rate only at a very small scale.

MDCSim [26] has been designed with an emphasis on
multi-tier data centres. It can analyse a cluster-based data
centre with detailed implementation of each individual tier.
It has been configured into three layers, including a com-
munication layer, a kernel layer and user-level layer, for
modelling the different aspects of a cloud, and can estimate
the throughput, response times, and power consumption. The
latter is approximated using linear functions of the server
utilisation, which in turn is calculated based on the number
of nodes, number of requests and average execution time of
requests.

Although these simulation frameworks provide interesting
solutions, they seldom include physical models, but rather
some suitable approximations and heuristics. This results in
a rough estimation of energy savings, with the consequence
that, to date, simulation tools are “still based on assumptions
and simplifications that might not fully represent an actual
cloud. For this reason, it may be preferable to use real cloud
testbeds” [23].

C. Remarks

The brief literature review above confirms the existence
of the gap mentioned in the introduction. Physical modelling
is required to evaluate a control strategy also in off-design
conditions, as heuristics based on some operating points may
easily not be reliable. On the other hand, studies involving
even just ten simulation runs or so, become extremely
lengthy with traditional CFD. We therefore devised an
intermediate solution, based on a coarser CFD approach,
yet providing enough accuracy at the system level, and
particularly suited for control design.



III. MODELLING

To devise and assess coordinated control strategies, dy-
namic models of the involved system components are re-
quired. We here consider only the servers, the CRAC, the
air in the data centre, and the control system components.
For this purpose, we developed a proof-of-concept Modelica
library which is released under the Modelica License 21.

A. The servers

Modelling a server is quite complicated. Commercial
products are, in fact, designed to address multiple issues:
besides load elaboration, which is of course the main goal,
a server should provide interfaces for storage and network
communication, smart power management (e.g., advanced
configuration and power interface states), virtualisation and
so forth. For the purpose of this work, however, there is no
need to model accurately the hardware part, since a simple
model, yet reliable concerning thermal issues, is enough for
a system-level analysis and for control design purposes. The
power consumption of the server can be represented as

W =Widle + f · l ·Wbusy (1)

where Widle is the power consumed when the server is idle,
Wbusy is the power dynamically consumed according to the
frequency f and to the load l. Both frequency and load are
continuous quantities in the interval [0,1]. This assumption,
jointly with Equation 1, implicitly states that the amount of
work done by a server is 0≤ l · f ≤ 1. Notice that the product
l · f is usually referred as utilization factor. In this work we
used a Dell PowerEdge M610 blade server, which actual
power consumption can be devised using one of SPEC’s
benchmarks2.

Blade servers are typically enclosed in some kind of
chassis organised in racks, that should be modelled as well.
Here we considered the case of a Dell PowerEdge M1000e.
However, a rack model does nothing more than its physical
counterpart: it just holds servers and routes control signals
coming from the controller. The Rack Enclosure adopted
herein is a Dell PowerEdge 4220. The Modelica scheme of
the overall rack is represented in Figure 1.

B. The Computer Room Air Conditioner

In accordance with the aim of the framework, there’s
no need to model the complex thermodynamic phenomena
involved in a Heating, Ventilation and Air Conditioning
(HVAC) system. The only task performed by the CRAC
model is to inject an amount of power computed in order
to keep its outlet temperature as close as possible to the
set-point.

The modular structure of the library allows a more de-
tailed model to be quickly integrated upon need, e.g. a model

1https://github.com/albertoleva/DataCenter.git
2http://www.spec.org/power ssj2008/

Figure 1: Modelica scheme of the rack.

Figure 2: Modelica scheme of the CRAC.

taking into account the hydraulic part, too. The Modelica
scheme of the CRAC is represented in Figure 2. The CRAC
adopted as a reference here is STULZ CyberAir 2 DX 531.

C. The air in the data centre

The modelling of air volumes is the most relevant compo-
nent in the overall simulation. Since the air characteristics in
a data centre are not spatially uniform – while hot and cold
spots are crucial to determine the operational possibilities
of the installed servers – an approach named sub-zonal
modelling [29] is here adopted to achieve a reasonably good
computational efficiency.

The mass, energy balance and the Navier-Stokes (momen-
tum) equations [30] can be written as:

∂ρ

∂ t
+∇ · (ρv) = 0 (2)

∂ (ρe)
∂ t

+∇ · (ρvh) = ∇ · (k∇T ) (3)

∂ (ρv)
∂ t

+∇ · (ρvvT)+∇p = f (4)

where the scalars p, T , e, h and ρ are respectively the fluid
pressure, temperature, specific energy, specific enthalpy and
density, the vectors v and f are the fluid velocity and the
possible motion driving forces, and the scalar parameters k
is the fluid thermal conductivity. The Modelica scheme for
the data centre is shown in Figure 3.

https://github.com/albertoleva/DataCenter.git
http://www.spec.org/power_ssj2008/


Figure 3: The data centre Modelica scheme.

Spatial discretisation is managed defining a staggered grid
of points in the spatial domain of interest. Some of the
nodes are attributed to control volumes, to which the mass
and energy equations are referred. Some other nodes are
conversely relative to the fluid motion among said volumes,
thus being the locations to which velocities are attributed.
In a parallelepiped-based grid the two sets of nodes form a
“staggered” pattern, whence the name.

For the discretisation of the momentum equations, the
velocity vector in each element is computed combining the
components stored in the surrounding nodes. Pressure is
calculated similarly. The partial second derivative of the
velocity is dealt adopting an ad hoc simplification, taking
a second order polynomial function as a local approximant.
The final expression is obtained assuming constant viscosity.

The discretised momentum equations devised so far are
valid in the volumes within a cavity (a room, a duct, a
box, etc.) but apparently not for the volumes at the cavity
boundaries, since velocity nodes referring to volumes at the
boundary may not have one of the neighbours. A special mo-
mentum equation discretisation is thus required for boundary
velocities. For further modelling details impossible to report
herein, the interested reader is referred to [29].

D. Control components

Control blocks can be divided into two categories. Mod-
ulating controllers output a real-valued signal (e.g. the
compressor and fan speed in an air conditioner) to make
some variable (e.g. an output temperature and/or humidity)
follow a reference signal, or set point. In typical data
centre applications, modulating controls are made of sim-
ple blocks. On the other hand, data centre applications
invariantly contain some logic controllers, that are typically
devoted to managing the servers with the aim of properly
distributing the load, turning virtual machines on and off,
and so forth. Finally, and this is what makes the two control
subsystems above interacting, a protection mechanism for
the servers must be supplied. Servers, in fact, must work in
quite a strict operating range. When temperature rises above
the maximum allowed Tmax, the server is completely shut

down. Additionally, since a complete shut down to start up
cycle is expensive in term of components’ stress (especially
concerning hard disks), the controller tries to prevent its
inlet temperature from surpassing the threshold by scaling
the frequency and lowering the load. The jobs lost in such
scenario are then pushed back to the queue.

Such a scheme is known as a two-level hierarchical control
architecture. No matter what the load balancer determines,
its decision is overridden by the upper level controller. At
present, the library comprises three logic strategies, briefly
described below. The point of these strategies is not to
propose some novel and efficient control strategies, but
rather that it is possible to easily include different strategies
in the library and test them with a reliable description of the
data centre.

1) Uniform scaling: This strategy is the most simple that
can be adopted: every server is turned on and the load is
equally partitioned across all the servers. Such a schedule
may work well when the servers run constantly in a high load
conditions, and when overheating is not an issue. In such a
scenario there’s not much left to be optimised. Notice that
no countermeasure is taken when overheating is detected in
the autoscale policy, allowing the blades to reach thermal
limits for shutdown. This is an unrealistic case, however it
provides a worst-case energy consumption as a baseline for
the others.

2) Minimal scaling: The number of servers allocated is
obtained as the ceiling of the requested load, then such load
is equally partitioned across all the server currently working.
Such a schedule still shows some flaws, the most important
being that it does not distinguish the servers being allocated
according to some metric, e.g. the temperature at inlet. An
even smarter policy considers a server ranking induced by
some measurable metric.

3) Smart scaling: The smartest scaling policy imple-
mented herein relies on the ordering among the servers
induced by the inlet temperatures. Servers are classified as
follows.

• Those who can. If inlet temperature is Tmin ≤ T < Tcrit,
where Tcrit is a critical threshold above which some
countermeasure should be taken to prevent overheating;

• Those who may. If Tcrit ≤ T < Tmax. In this case
servers can still operate at reduced frequency and load
(thus, power consumption), but overheating is close to
happen;

• Those who can’t. When the server isn’t within the
operating range, then it must be shut down.

The allocation policy is designed in order to scan the first
two classes (those within operating range) and turn on as
many servers as needed. This is the same as in III-D2, with
the small difference that the servers are turned on according
to their ranking. To further improve such strategy, a two-pass
scanning may be adequate. The first pass, in fact, will turn on



Figure 4: Configuration of the considered data centre.

just the servers that were on also in the previous allocation
scheme; the second pass will deal with the remaining load,
if any. This trick will reduce the number of stop-restart, thus
(hopefully) extending the time-to-failure of the machines.

The allocation algorithm is not continuously applied, but it
executes every Ts seconds, where Ts is assessed in order to
gain a tradeoff between computation costs and timeliness.
The new policy becomes operative after a Ti time frame,
representing the time a server needs to be initialised. On
the counterpart, load is instantly redistributed according to
the current partition scheme. Higher load simply goes to the
coldest server, and so forth.

IV. CASE STUDIES

We now present three case studies of the control tech-
niques presented in III-D. It is worth noticing that in the
following no delay in the setup of a machine is considered.
This is a simplifying assumption that was used in the
examples, but the delay can be easily included in the models,
without increasing the overall computational complexity.
The geometry of the considered data centre is shown in
Figure 4. The considered workload is similar to the “Dual
phase” one considered in [1], i.e., for typical multi-tier
applications such as the social networking site, Facebook,
or e-commerce companies like Amazon. The purpose of this
section is not to evaluate the real quality of the proposed
control strategies, but rather to show which are type of data
that one can obtain while using the proposed simulation
framework, and which are the simulation performance.

The numerical results of the three policies are shown in
Figure 5. Apparently the minimal and smart policies have
quite similar steady-state behaviours in terms of tempera-
tures, but when power is considered, the second one shows
lower power consumption for a large amount of time. A
synthetic performance and energy comparison is reported in
Figure 6. As can be seen, even a quite simple improvement
of the basic strategy does yield some energy benefits, that
can be estimated accurately through the model. The policies
considered herein have the sole purpose of evidencing this
relevant fact; the presented model allows for the inclusion of
more articulated ones, taken from the vast corpus available
in the literature [1].

Finally, Table I contains some simulation performance
statistics, while Figure 7 shows a snapshot of the temperature
evolution as caught by the model on only 7 cutting planes,
for clarity reasons. It can be observed that the accuracy
in the temperature field, though clearly coarser than those
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Figure 5: Simulation results for the three control strategies.

Statistic Uniform Minimal Smart

Sim time 16m 50s 42m 50s 1h 32m
Sim steps 8005 8755 43657
Min stepsize 7.52×10−8s 7.52×10−8s 7.52×10−8s
Max stepsize 545s 555s 54s

Table I: Simulation statistics for a horizon of 2h.

of CFD tools, is sufficient for identifying the hot spots
and then let the control actions to take the right decision.
On the other hand, the simulation speed is quite high,
allowing for real-time simulation—notice that the simulation
horizon is 2h. Notice also that a general purpose simulation
algorithm (DASSL) is here adopted. Integration methods
for sparse systems can significantly improve the simulation
performance.
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V. CONCLUSIONS AND FUTURE WORK

This work proposes a modelling framework targeted for
energy optimisation in data centres. Three case studies
were here considered to show the type of results and of
comparison that can be obtained. In particular, one can
obtain synthetic data like the temperatures, the consumed
energy, the number of elements in the queue, as well as more
detailed ones on the 3D distribution of the temperature in the
data centre. On the other hand, the simulation time is usually
in the order of minutes instead of hours like in the CFD
case, allowing for more convenient and inexpensive tests of
different control strategies. Although simulation efficiency
is already quite good, adopting sparse integration methods
could help to improve the simulation efficiency. On top of
that, the modelling framework is more flexible and extensi-
ble than the usual approaches, providing an interesting tool
for any energy efficiency study. The considered examples
are only meant to be a proof of concept. More complex
load balancing policies will be implemented and analysed,
and also some more complex structures of data centres
considered.
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