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Fun stuff before we get started

A journey trough all the layers of an artificial neural network.

How deep dream works
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https://www.youtube.com/watch?v=SCE-QeDfXtA
https://www.youtube.com/watch?v=BsSmBPmPeYQ


Fun stuff before we get started
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Deep Dream version
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Agenda

Structured Probabilistic Models [Ch. 16]
RBMs [Ch. 20.1-2]
Training RBMs [parts of Ch 18]
Exercise

Watch the linked videos for more information
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Undirected Graphs

a

b

c

d

e f

p(a, b, c, d, e, f ) = 1
Z
φ ab(a, b)φ ac(a, c)φ cd(c, d)φ ce(c, e)φ ef (e, f )

The normalisation constant Z (’partition function’) often hard to compute
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Directed Graphs

a

c

b

d e

p(a, b, c, d, e) = 1
Z
pa(a) pb(b) pc(c p a, b) pd(d p c) pe(e p c)
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Conditional Independence

a and b are independent iff

p(a, b) = pa(a)pb(b)

a and b are conditionally independent given s iff

p((a, b) p s) = p(a p s)p(b p s)
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Conditional Independence - undirected graphs

When does graph imply A is independent of B given observations in S?

a s b

a and b are dependent if s is unobserved (path is ”activate”)

a s b

a and b become independent if s is observed (path is ”unactivated”)

a and b are independent if no active path between them exists
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Conditional Independence - Directed Graphs

Examples where a and b are dependent (grey variables observed)

a s b

a s b
a s b

a b

s

a c b

s
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Conditional Independence - Directed Graphs

In these figures a and b are independent (grey variables observed)

a s b

a s b
a s b

a b

s

a c b

s
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Restricted Boltzmann Machine

v1 v2 v3 v4

h1 h2 h3

Visible

Hidden

Figure: Restricted Boltzmann topology with 3 hidden units and 4 visible units.

Restricted = No intralayer connections (i.e. graph is bipartite)

h-nodes are independent given the v-nodes (and vice versa)
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v1 v2 v3 v4 v ∈ {0, 1}4

b1 b2 b3 b4

h1 h2 h3 h ∈ {0, 1}3

c1 c2 c3

W ∈ R3$4w 1,
1 w

4,3

Popular modeling assumption: The probability distribution has the form

p(v, h) = 1
Z

exp (−E(v, h))

E(v, h) = −bTv− cTh− vTWh (”Energy function”)
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Structure of p for RBMs

Conditional independence between h variables if v observed

p(h p v) =
∏
j
p(h j p v) and p(v p h) =

∏
i
p(vi p h)

Probability distributions ”factorize”

When h and v are binary vectors then

p(h j = 1 p v)
p(h j = 0 p v) = exp(c j + vTW:, j)

hence

p(h j = 1 p v) = σ (c j + vTW:, j), where σ (x) = exp(x)
1+ exp(x)

14 / 24



Structure of p for RBMs

Conditional independence between h variables if v observed

p(h p v) =
∏
j
p(h j p v) and p(v p h) =

∏
i
p(vi p h)

Probability distributions ”factorize”

When h and v are binary vectors then

p(h j = 1 p v)
p(h j = 0 p v) = exp(c j + vTW:, j)

hence

p(h j = 1 p v) = σ (c j + vTW:, j), where σ (x) = exp(x)
1+ exp(x)

14 / 24



Structure of p for RBMs

Conditional independence between h variables if v observed

p(h p v) =
∏
j
p(h j p v) and p(v p h) =

∏
i
p(vi p h)

Probability distributions ”factorize”

When h and v are binary vectors then

p(h j = 1 p v)
p(h j = 0 p v) = exp(c j + vTW:, j)

hence

p(h j = 1 p v) = σ (c j + vTW:, j), where σ (x) = exp(x)
1+ exp(x)

14 / 24



Structure of p for RBMs

v1 v2 v3 v4 v ∈ {0, 1}4

b1 b2 b3 b4

h1 h2 h3 h ∈ {0, 1}3

c1 c2 c3

W ∈ R3$4w 1,
1 w

4,3

p(h j = 1 p v) = σ (c j + vTW:, j)

p(vi = 1 p h) = σ (bi + Wi,:h)

Closed form expressions, no problem with partition function Z!
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Structure of p(v) for RBMs

p(v) =
∑

h∈{0,1}H

1
Z

exp(bTh+ cTv+ vTWh)

= . . .

=
1
Z

exp

cTv+
H∑
j=1

softplus(bj + vTW:, j)


For details watch videos
Neural networks [5.2] by Hugo Larochelle
Neural networks [5.3] by Hugo Larochelle
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https://www.youtube.com/watch?v=lekCh_i32iE
https://www.youtube.com/watch?v=e0Ts_7Y6hZU


Training RBMs

RBMs are popular building blocks for more advanced networks

RBMs admit efficient

evaluation and differentation of p̃(v)
MCMC sampling (blocks Gibbs sampling)

Block Gibbs:
Initialize h randomly.
Sample v from p(vph), sample h from p(hpv), iterate.

Might need to iterate many times if the ”mixing” is slow

To learn about Gibbs sampling watch this video
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https://www.youtube.com/watch?v=a_08GKWHFWo
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Example - MNIST

image v ∈ {0, 1}768

features h ∈ {0, 1}500

left: Gibbs sampling from p(v, h), showing v as images
right: 100 of the feature column vectors W:, j, mapped to grayscale values

Picture from [LISA 2008]
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Training RBMs

Goal of learning: Maximize sum of log-probabilities RBM assigns to binary
vectors in a training set

− log p(v, h) = E(v, h) + log Z

Note that
�E(v, h)
�Wi j

= −vih j

Must consider how both E(v, h) and Z depend on parameters
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Training RBMs - CD and PCD algorithms

Gradient takes surprisingly simple form as difference of two correlations:

� log p(v)
�Wi j

= < vih j >data v − < vih j >model

Watch videos

Neural networks [5.4] by Hugo Larochelle
Neural networks [5.5] by Hugo Larochelle
Neural networks [5.6] by Hugo Larochelle
Boltzmann Machine Learning by George Hinton
RBMs by George Hinton

(+related videos by Larochelle and Hinton)
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https://www.youtube.com/watch?v=MD8qXWucJBY
https://www.youtube.com/watch?v=wMb7cads0go
https://www.youtube.com/watch?v=S0kFFiHzR8M
https://www.youtube.com/watch?v=V2z80aXF8b4&list=PLnnr1O8OWc6bh5CYcqrAjfyzPH3QV745M&index=1
https://www.youtube.com/watch?v=tt-PQNstYp4&list=PLnnr1O8OWc6bh5CYcqrAjfyzPH3QV745M&index=3


More on Training of RBMs

Recommended reading: [Hinton] A Practical Guide to training RBMs

21 / 24

http://scholar.google.se/scholar_url?url=http://www.csri.utoronto.ca/~hinton/absps/guideTR.pdf&hl=en&sa=X&scisig=AAGBfm3TAzDkGqo8dR8XQa8O1DPhuo9Q6A&nossl=1&oi=scholarr&ved=0ahUKEwjf08-ttNHPAhUGkiwKHSSkCjoQgAMIGygAMAA


A cool RBM example

Hinton on RBMs for Collaborative Filtering (Netflix)
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https://www.youtube.com/watch?v=fzAuXMg_7n4


Exercise

Train an RBM, for example for the MNIST dataset.

Produce figures as on slide 18 above, trying e.g. with fewer features.

Videos:
Neural networks [5.7] by Hugo Larochelle
Example of RBM Learning by Hinton
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https://www.youtube.com/watch?v=n26NdEtma8U
https://www.youtube.com/watch?v=mSh0Wu9dNsA


Exercise

Code to start from:

Theano implementation and tutorial about RBM

Tensorflow code or some other Tensorflow code

The MNIST data is somewhere in your tensorflow libraries under
models/image/mnist/
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http://deeplearning.net/tutorial/rbm.html#rbm
https://gist.github.com/myme5261314/005ceac0483fc5a581cc
https://github.com/blackecho/Deep-Learning-TensorFlow

